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• Nobody knows!

• The EU settled for:

‘artificial intelligence system’ (AI system) means a machine-based system that is designed to operate with varying levels of autonomy 

and that can, for explicit or implicit objectives, generate outputs such as predictions, recommendations, or decisions, that influence 

physical or virtual environments

• My take: A system that can perform a task for which a human would need intelligence

• Problem: What is intelligence?

WHAT IS AI?



• Rule-based:

• Knowledge from human experts codified in machine-readable format

• If… then…

• Machine Learning:

• Statistical analysis of existing data to make predictions about new data

• Supervised or unsupervised (more about this later)
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RULE-BASED AI VS MACHINE LEARNING

Input Output
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• Tic-Tac-Toe:
• Perfect information
• A player with perfect strategy can never loose
• 5.478 possible situations (765 without rotation and mirroring)

• Rule-based:
• Implementation of rules (not equal to the rules of the game), e.g.:

• Start with a cross in the upper right corner
• If two circle are in a row, put a cross behind them
• …

• Needs expert knowledge (how to win?)
• What should we do in cases for which we have no rule?

RULE-BASED AI VS MACHINE LEARNING
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• Machine Learning (“classic”, i.e., supervised)
• Base: Database with as many games as possible, annotated with winner
• For the current situation, search the move that most likely results in a win

RULE-BASED AI VS MACHINE LEARNING
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MACHINE LEARNING
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• „Normal“ AI provides an output based on an existing set of options:

• Amazon suggests a product out of its catalog

• Speaking to a Tesla activates a certain command

• Face recognition returns the name of a person

• …

• Generative AI creates something new that did not (necessarily) exist before

• Images: DALL-E, Stable Diffusion, Midjourney, …

• Texts: ChatGPT, Bard, Llama, …

GENERATIVE AI
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WHY IS LANGUAGE HARD FOR MACHINES?

bread

dread

Similar „look“

Similar „meaning“

car

automobile
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• Words that appear in the same context tend to have similar meaning (Z. S. Harris, 1954)

• „A word is characterized by the company it keeps“ (J. R. Firth, 1957)

I like to read _________.

I take the ________ to get to work.

HOW DOES IT WORK?
DISTRIBUTIONAL HYPOTHESIS
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TRAINING LANGUAGE MODELS

Her parents called her Alice

Her parents called her Alice

P(her)?

Her parents called her Alice

P(car)?P(no)?
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• We can use fine-tuning to adapt a model that was trained on one task to do another task with relatively 

little data

• Large Language Models like ChatGPT are first trained to predict the next word (sequence of words) and 

then fine-tuned to answer questions

WHAT IF WE DON’T WANT TO PREDICT THE NEXT WORD?
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Prompt: “What do you think about Artificial Intelligence?”

GPT-2 (text completion):
“Please answer in the comments below.”

ChatGPT (question answering):
“As an AI language model myself, I do not have the ability to have personal opinions or feelings. However, I 
can provide you with some information about artificial intelligence and its potential benefits and challenges. 
[…]”

=> We need fine-tuning in order to enable LLMs to solve specific tasks… but do we?

FINE-TUNED VS. NOT FINE-TUNED
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LLMs can perform tasks on which they were not specifically trained. We can for example use prompt 
engineering:

Prompt: Extract the name from the sentence "My name is Jack.“
GPT-2: If the sentence does not end in "I'm," then it will break the sentence.

Prompt:
Her name is Alice. => Alice
His name is Bob. => Bob
My name is Jack. =>
GPT-2:
Jack
My name is Thomas. => Thomas

ZERO-SHOT LEARNING
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ZERO-SHOT LEARNING?

https://healthitanalytics.com/news/chatgpt-passes-us-medical-licensing-exam-without-clinician-input 

https://healthitanalytics.com/news/chatgpt-passes-us-medical-licensing-exam-without-clinician-input
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TRICK-SHOT LEARNING!

https://healthitanalytics.com/news/chatgpt-passes-us-medical-licensing-exam-without-clinician-input 

https://twitter.com/simoneballoccu/status/1631701409308475393

https://healthitanalytics.com/news/chatgpt-passes-us-medical-licensing-exam-without-clinician-input
https://twitter.com/simoneballoccu/status/1631701409308475393
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• Writing

• Evaluate what others wrote

• Discovering documents

• Programming

• Data analysis

• ?

TASKS AI CAN HELP YOU WITH



22

• You all know the advantages and disadvantages…

• Prompt Engineering is the new SEO

• It can help you with all of the previously mentioned

tasks

• It is also quite good at producing structured output:

THE OBVIOUS ONE: CHATGPT (OR LLMS IN GENERAL)
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DISCOVERING DOCUMENTS
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PROGRAMMING
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DATA ANALYSIS
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• Writing:

• ChatGPT, Gemini, Llama, BLOOM, …

• Grammarly, DeepL, …

• Copyleak, ZeroGPT, ...

• Discovering new Research:

• Scholar, Scopus, Schemantic Scholar, …

• Scite, scholarcy, …

• Research Rabbit, VOSviewer, …

• Programming: Copilot

• Data analysis:

• Orange, RapidMiner, …

• Tableau, MonkeyLearn, Sisense

TOOL OVERVIEW
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There is huuuuge amount of digital tools out there that do not use AI an can still help you to

• Be more organized

• Work more efficiently

• Make your life easier

• …

NON-AI TOOLS
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• (If you officially share work:) Clearly indicate parts of the work that are not your own.

• You are responsible for mistakes and violations of rights.

• Use it in contexts where you can assess the correctness of the output.

• If your text can be written by an AI, does it need to be written?

GENERAL USAGE RULES
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University of Twente:

If Artificial Intelligence (AI) tools are allowed for completing an assignment several different levels are 

possible, i.e. only for certain purposes, only specific tools or completely free. It is required that students 

mention the use of AI. Therefore, when any form of AI is used, the use of these tools should be included in 

the appendix (list all tools that were used during the work).

The following sentence should be used at the start of the appendix:

“During the preparation of this work the author(s) used [NAME TOOL / SERVICE] in order to [REASON]. 

After using this tool/service, the author(s) reviewed and edited the content as needed and take(s) full 

responsibility for the content of the work.”

GENERAL USAGE RULES

https://www.utwente.nl/en/examination-board/Fraud/Generative_AI_information/
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• Like most disruptive technologies, AI has the potential to do great good and great harm at the same time

• We can limit the dangers by using AI responsibly

We should always remember:

• Correlation does not imply causation
• Garbage in, Garbage out: The quality of your AI depends on the quality of your data
• Machine Learning projects the past into the future
• Bias: Algorithmic decision have the „aura“ of objectivity, although subjectivity is included in the data

DANGERS OF AI
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CORRELATION DOES NOT IMPLY CAUSATION
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WHAT DO YOU THINK?
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GARBAGE IN – GARBAGE OUT

1. A blond girl and a bald man with his 
arms crossed are standing inside 
looking at each other.

2. A worker is being scolded by her 
boss in a stern lecture. 

3. A manager talks to an 
employee about job 
performance.

4. A hot, blond girl getting 
criticized by her boss.

5. Sonic employees talking 
about work.

Miltenburg, E. V. (2016). Stereotyping and Bias in the Flickr30k Dataset. In J. Edlund, D. Heylen, & P. Paggio (Eds.), Proceedings of 

Multimodal Corpora: Computer vision and language processing (MMC 2016) (pp. 1-4)
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BIAS
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