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Abstract 

 
 In this thesis, we present an innovative Long Term Evolution (LTE) Uplink model, 

for operations in the vehicular environment, and we evaluate the performance of LTE in an 

Intelligent Transportation System (ITS), in order to examine if LTE is a viable candidate for 

ITS communications, and if so, to steer further scientific research in that area. Because of the 

fact that the vast majority of research on a communications protocol for ITS applications, has 

been strictly focused on IEEE 802.11p, some other promising options such as LTE, have not 

received the proper attention by the scientific community. In this thesis the suitability of LTE 

for ITS communications is being investigated and its capability to handle the strict ITS 

communication requirements is being examined. The model built in the context of this thesis, 

simulates the Uplink operations of LTE, in a vehicular network supporting ITS, under various 

network conditions and various network parameter values. The outputted results, indicate that 

LTE can meet the ITS requirements both in terms of latency and capacity, and in some cases 

even outperform the 802.11p standard. The multiple simulations under various network 

conditions, give us a clear image of LTE’s behavior during network operation, and provide a 

useful guide for anticipating the standard’s performance when the network’s parameters 

change. The identification of both standards’ strong and weak points, through the comparison 

of their performance, allows us to draw conclusions about the potential use of each standard 

in an ITS concept and propose the most promising areas for further research. 
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1  

Introduction 

 
 The latest developments that have taken place over the past few years in most areas 

of wireless communication and wireless networks, in combination with the growth and 

evolvement of the automotive industry, have opened the way for a totally new approach to 

the matters of vehicular safety, driving behaviour and on-the-road entertainment, through the 

integration of multiple equipment and technologies in one vehicle. Within this concept, the 

term Intelligent Transportation Systems (ITS) refers to adding information and 

communications technology to transport infrastructure and vehicles in an effort to improve 

traffic safety and to reduce traffic congestion and pollution. Vehicles are already 

sophisticated computing systems, with several computers onboard. The new element is the 

addition of wireless communication, computing and sensing capabilities. Vehicles collect 

information about themselves and the environment and exchange information with other 

nearby vehicles and the infrastructure. Therefore communication plays a crucial role in ITS. 

Pre-crash sensing or co-operative adaptive cruise control, are some examples of ITS 

applications. 

 The IEEE 802.11p standard is considered to be the future of Vehicular Ad-hoc 

Networks (VANETs) and is capable of providing vehicle-to-vehicle (V2V) and 

Infrastructure-to-Vehicle (I2V) communications. The standard will be used for Dedicated 

Short – Range Communications (DSRC) within the concept of ITS, and will provide safety 

and infotainment applications such as collision avoidance, traffic avoidance, information 

downloading, commercial applications and others. The standard originates from the well 

known “family” of 802.11 WLAN standards and inherits the salient characteristics of this 

family, but also, it is modified in order to cope with the specific characteristics of the 

vehicular environment. 

 The 802.11p standard is considered the main and most important candidate for 

communication within the context of ITS and it seems to perform well for active safety use 

cases thanks to its very low delays and communication range of several hundred meters. 

Nonetheless, there are still some problems that originate mostly from the decentralized ad-

hoc nature of the protocol, that lead us to believe that the information exchange in ITS can 

also be handled via a different kind of network, and more specifically via a cellular network. 

A possible candidate for the job is the forthcoming Long Term Evolution (LTE) which is 

developed by 3GPP. Such a solution presents a number of attractive benefits mostly thanks 

to the wide availability of cellular technology and devices. The infrastructure that already 

exists for this system, ensures early and low cost deployment of ITS services. Moreover, 

since the demand for Internet connectivity is rising, cellular modules become more and more 

common in vehicles, which guarantees a high penetration rate for the ITS. Finally, the 

http://en.wikipedia.org/wiki/Information_and_communications_technology
http://en.wikipedia.org/wiki/Information_and_communications_technology
http://en.wikipedia.org/wiki/Transport
http://en.wikipedia.org/wiki/Infrastructure
http://en.wikipedia.org/wiki/Vehicle
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improved performance of this new cellular system, which offers,  high data rates, low 

latencies, long communication ranges, accommodation for high speed users and a number of 

new interesting features, renders it ideal for use in ITS systems. 

 An important factor that should be taken under consideration when examining the use 

of LTE in ITS systems is that in contrast to the decentralized ad-hoc operation of the 802.11p 

standard, vehicle communication over cellular networks always requires network 

infrastructure. Therefore, the communication pattern looks different since the vehicles will 

transmit their messages to a central server, from where they are directly delivered to the area 

of relevance. This major design difference of the two protocols is the reason that they present 

different behavior under different circumstances and applications, and also the reason that 

LTE is considered a possible candidate for ITS communication, since it can offer reliable 

communication is cases where the 802.11p fails to do so. One of the most characteristic such 

cases, is the communication in inner city conditions such as busy intersections. Because the 

radio Line of Sight (LOS) will often be blocked by buildings and the Non-Line of Sight 

(NLOS) reception of packets is complicated because of the relatively high frequency of 

802.11p (5,9 GHz) and the difficult fading environment, the performance of 802.11p is 

severely degraded in such a case. On the other hand the lower operating frequencies of LTE 

and the fact that the base stations are located at high positions, means that it can cope better 

with the NLOS issues, offering more reliable communication [4]. 

 The goal of this thesis is to examine the technical feasibility of the use of LTE in the 

ITS network and to compare its performance with that of the 802.11p standard. More precisely 

the behavior of LTE will be examined under different circumstances that can be encountered 

in the vehicular network and its performance will be evaluated in relevance to the various 

parameters that affect it. Different scheduling schemes and features of LTE will be examined 

in order to find out the most suitable mode of LTE for ITS communication. Finally, a 

comparison with the performance of 802.11p will be made in order to evaluate the suitability 

of the two protocols for this type of communication, and to decide which one of them – or 

probably a combination of the two – is a better solution for ITS communication. 

 The outline of this thesis is structured as follows. In Chapter 2, the findings of the 

literature study are presented. The function of the three major systems involved in this thesis is 

explained in detail (ITS, LTE and 802.11p) and the relevant features of each technology are 

presented. In Chapter 3, the motivation behind the research and the research questions that we 

are trying to answer are presented, while in Chapter 4, the system model is presented. A full 

description of the model that was built is given, as well as the modeling choices, assumptions 

and simplifications that were made. Finally, the simulation scenarios under consideration are 

presented. In Chapter 5, the simulation results are presented in detail. The system behavior is 

analyzed based on the results and the different features of LTE are evaluated in terms of 

suitability for the ITS network. Moreover, the results of the simulations are compared with the 

results of 802.11p under the same network circumstances and the differences and similarities 

are analyzed. Finally, in Chapter 6, the conclusions about the suitability of LTE for ITS 

networks are drawn and further work on the subject is discussed. 
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2  
System Definition & Standards Description 
 

 

  In this chapter the findings of the literature study are presented and explained. In 

Section 2.1, the exact definition of an ITS network is given and the requirements that have to 

be met in order to support the various applications of ITS are presented. In Section 2.2, the 

IEEE 802.11p standard is analyzed and its use in the vehicular environment is explained. 

Finally, in Section 2.3, the Long Term Evolution (LTE) standard is presented along with its 

most intriguing features for use in an ITS environment.  

 

 

2.1 Intelligent Transportation Systems (ITS) 

 

 The Intelligent Transportation System (ITS) concept, came to life by the vision to 

provide safer, more efficient and more entertaining use of vehicles and the road infrastructure 

by inter – connecting all the vehicles in one network. The communication among vehicles has 

the potential to increase the range and coverage of location and behavior awareness of 

vehicles, and enable highly developed pro-active safety systems. The basic, and very simple, 

idea behind the ITS concept is that each vehicle on the road collects information about itself 

and its environment through a network of sensors, processes them by making use of its highly 

evolved on-board computers and exchanges them with other nearby vehicles and 

infrastructure. In this way, each vehicle has an adequate knowledge of the conditions of the 

road ahead, the traffic patterns and the environment around it as well. The same scheme can 

be proven extremely useful in cases of unexpected conditions on the road, by warning every 

vehicle in the area about an upcoming danger and thus avoiding an unpleasant incident such 

as a collision or dangerous - last minute - evasive maneuvers. The realization of this concept 

has only recently become possible through the amazing developments in many technological 

areas such as micro-electronics, telecommunication technologies and sensor networks [4]. 

 

 

 



 

 

20 

2.1.1 Standardization & Current Work 

 

 The ITS is a very promising field, with a big number of possible applications. That is 

why various companies, institutes and organizations have been involved with it over the past 

years. This fact has resulted in the definition of various standards around the world, 

concerning vehicular communications. Although these standards share some basic 

characteristics, especially in the Physical (PHY) and Medium Access Control (MAC) layers, 

they differ substantially in the upper layers of the protocol stack, and at the end, result in 

different systems. Although the main efforts in the ITS field take place in Europe, the USA 

and Japan, there are laboratories and institutes all around the world that carry out research on 

this topic. The research that has been carried out so far, has resulted in many remarkable 

projects such as Coopers, CVIS, Safespot and DSRC(IEEE 1609.x). A big initiative is in place 

by EU, US and international organizations to share their knowledge on the subject and evolve 

and standardize the technology, in a way that is suitable for the national and international 

needs of transportation. 

 The various standardization bodies are in constant communication with the 

participating organizations and the standards evolution teams, through a Group of Experts, in 

order to harmonize the various approaches and provide feedback to the standardization 

process. This cycle of constant standardization inter-connection is shown below in Figure 2.1 

[13] [14]. 

 

 

 
 

Figure 2.1: Interconnection of ITS projects, organizations and standardization 
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2.1.2 Communication Patterns 

 

 There are two distinct communication patterns in ITS, depending on the network 

circumstances and needs. The first pattern is characterized by each vehicle transmitting a very 

short message which is called Cooperative Awareness Message (CAM) and contains regular 

information such as the position of the vehicle, the current velocity, the bearing, etc. These 

messages are transmitted at a regular interval with a high rate (10 Hz are often assumed) and 

enable the deduction of a highly accurate environment picture as a basis for movement 

prediction. This is the basic form of an ITS message and constitutes the overwhelming 

majority of the messages being transmitted in an ITS network. A depiction of this function in a 

vehicular network is shown in Figure 2.2a. 

 The second communication pattern is characterized by the transmission of extra 

messages, which are called Event Triggered messages, which aim at warning the rest of the 

vehicles on the network about an unexpected situation. These messages don’t have a fixed 

schedule of transmission, but are rather triggered by specific events on the road, thus the name 

Event Triggered messages, and constitute a tiny portion of the total messages transmitted on 

the network. Even though these messages are very rare, they are much more important than 

the Cooperative Awareness messages, since they help maintain the safety of the vehicles and 

drivers. That is why, when an Event Triggered message is generated, it is very important that 

it receives priority over the CAMs in the network, so that it can reach its destination within the 

predefined time limits which are very stringent. As it is obvious, a delayed Event Triggered 

message, constitutes nothing but irony to the driver that has just crashed because he/she didn’t 

receive the message on time. The functionality of this pattern is depicted in Figure 2.2b [13]. 

 

 

a)       b) 

Figure 2.2: a) ITS periodic messages   b) ITS Event Triggered message 
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2.1.3 ITS Classes & Applications 

 

 The number of possible ITS applications that arise from the connectivity of the 

vehicles is enormous and each of them has a different set of requirements. These ITS 

applications can be roughly divided into three main categories or classes which are 

constituted by applications with the same requirements, more or less. The most important of 

these requirements that absolutely has to be met and the most difficult one to achieve, is the 

delay requirement, because of the importance of on-time delivery in ITS, especially in the 

case of Event Triggered messages. The three main classes of ITS applications are: 

 

 Co-operative (Active) road safety: The primary objective of applications in this class 

is the improvement of road safety. Moreover, it is proven that actively improving 

road safety may lead to secondary benefits which are referred to by the term “passive 

road safety”. This class is by far the most demanding since the frequency of the 

generated messages (if they are not event-triggered) is as high as 20 Hz and the 

latency requirements are very stringent around 50 – 100 ms. Some example 

applications of this class are: Collision avoidance, Pre-crash sensing, Emergency 

electronic brake lights etc. 

 

 Co-operative traffic efficiency: The primary objective of applications in this traffic 

management class is the improvement of traffic fluidity. Once more, traffic 

management can offer some secondary benefits which are not directly associated 

with it. This class has mediocre performance requirements with the message 

generation frequency varying from 1 to 5 Hz and the latency within 100-500 ms. 

Some example applications of this class are: Traffic light optimal speed advisory, 

Traffic information and recommended itinerary etc. 

 

 Co-operative local services & global Internet services: Applications in this class 

advertise and provide on-demand information to passing vehicles on either a 

commercial or non-commercial basis. The main components of this class are 

infotainment, comfort and vehicle services. The latency requirements for this class 

are very relaxed and are usually above 500 ms. Some examples of applications in this 

class are: Maps update, electronic commerce, media downloading etc. 

 

 When designing or evaluating a system, it is very important to know the kind of real 

life applications that this system will have, since that knowledge will provide the benchmark 

for the evaluation of the performance. As it is obvious from the presentation of ITS 

applications above, there is a huge diversity in the requirements that the ITS will have to 

meet in order to accommodate these applications. The three different classes and their 

requirements are neatly presented in a compact form in Table 2.1 below, which will provide a 

very easy to use reference when evaluating the performance of the different communication 

protocols. In this way, it will be fairly easy to determine which applications can be served by 

which communication protocol [6]. 
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Class Objective 
Beacon 

Frequency 

Latency 

Requirement 
Examples (Apps) 

Co-operative 

(Active) 

Road Safety 

Road Safety, 

Collision 

Avoidance 

10 – 20 Hz 50 – 100 ms 

Collision 

Avoidance, Pre-

crash sensing 

Co-operative 

Traffic 

Efficiency 

Improvement of 

Traffic Fluidity 1 - 5 Hz 100 – 500 ms 

Traffic 

Information, 

Speed Advisory 

Co-operative 

Local 

Services & 

Internet 

Infotainment, 

Comfort 

Commercial Use 
On Demand > 500 ms 

Maps Update, 

e-commerce, 

Media 

Downloading 

Table 2.1: ITS Classes & Requirements 

 

 

 

2.2 IEEE 802.11p 

  

 As mentioned earlier, the IEEE 802.11p standard is considered the main candidate 

for use in ITS networks. In order to understand what makes it so suitable for vehicular 

communications, we will have to take a look at the structure of the standard.  The standard 

originates from the well known “family” of 802.11 WLAN standards, thus inheriting the 

main features and salient characteristics of this family. As a consequence, it is responsible for 

the functionality of the PHY and MAC layers of the protocol stack. The 802.11p version is 

specifically modified in order to cope with the specific characteristics of the vehicular 

environment. In order to get a full understanding of the standard we will examine its PHY 

and MAC layers separately and we will find out what its advantages and disadvantages are. 

 Before going into the technical specifications of the standard, it is very important to 

understand how communication is achieved when using the 802.11p. As mentioned before, 

the 802.11p is a wireless Ad-hoc network. This means that there is no fixed infrastructure 

needed in order to achieve communication between two parties. Each node in a 802.11p 

network is equipped with transmitting and receiving antennas and they all use the air as their 

shared medium for transmission. Once a transmission has been made, all the vehicles within 

the transmission range of the sender can receive the message. It is a very simple and 

straightforward way of communication, but because there is no infrastructure, and hence no 

central entity to coordinate the transmissions of all the nodes, it is very important to have a 

very good Medium Access Control (MAC) policy in order to avoid collisions between 

transmitted packets. 

 As most Ad-hoc networks, 802.11p makes use of a relatively simple MAC mechanism 

which is called Carrier Sense Multiple Access with Collision Avoidance or better known as 

CSMA/CA. This mechanism is based on two simple principles, Listen Before-Talk and Back-

Off if someone else is talking. When a node wants to transmit, it first checks (“senses”) the 
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channel in order to determine whether it is already in use by another node, and if it is free then 

the node starts its transmission immediately (Listen-Before-Talk). In the case that the channel 

is busy, the Back-Off mechanism takes over. The node waits until the other node finishes its 

transmission and it senses that the channel is free again. Then it waits an additional, small, 

random amount of time which ensures that no two nodes will start transmitting at the same 

time. If the node doesn’t get channel access after that, because another node started 

transmitting first, then the whole process starts over. CSMA/CA is a very simple and easy to 

implement scheme, but it has its drawbacks as we will see later on [15]. 

 

 

2.2.1 PHY Layer 

 

 

 The 802.11p PHY layer is based on Orthogonal Frequency Division Modulation 

(OFDM), and originates from the 802.11a PHY layer, which has been modified in a few areas 

in order to cope with the specificities of the vehicular environment. The most notable 

modification is that the 802.11p version uses half the clock/sampling rate of 802.11a, which 

affects several parameters. Specifically, it leads to reduced delay and bigger guard intervals, 

which makes the signal more robust against fading. The most notable characteristics of 

802.11p PHY are listed below [12] [14]: 

 

 Operational Frequency: The spectrum around 5.9 GHz has been allocated  

 specifically for use by vehicular communications systems 

 

 Bandwidth: In the USA, a total BW of 70 MHz is available for 802.11p which is 

 divided into seven 10 MHz channels. In Europe, the European Commission has 

 allocated 30 MHz of spectrum for safety and traffic applications and an additional 20 

 MHz will be allocated for commercial applications. 

 

 Channels: The available BW is divided into the Control channel (CCH) and the 

 Service channels (SCH). The CCH is used for establishment of communications and 

 broadcasting to the vehicles, while the SCH is used for V2V and I2V communications. 

 The different channels cannot be used simultaneously in the case of a single 

 transceiver. 

 

 Symbol length: The symbol length is doubled compared to 802.11a PHY, to 

 provide more robustness against fading. 

 

 OFDM: 64-point Inverse Fast Fourier Transform, 48 subcarriers for data, 4 pilot 

 subcarriers, 11 guard subcarriers. Half the subcarriers compared with 802.11a. 
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 Modulation schemes: It uses the same coding schemes as 802.11a (BPSK, 

 QPSK, 16/64 QAM) 

 

 Data Rate: The available data rates are halved compared to 802.11a, namely 3-27 

 Mbps. 

 

 Range: Optimum range is 300m but it can reach a maximum of 1000m 

  

 

 

2.2.2 MAC Layer 

 

 The 802.11p MAC layer is equivalent to the 802.11e Enhanced Distributed 

Channel Access (EDCA) Quality of Service extension. That means that it is based on 

the traditional Carrier Sense Multiple Access (CSMA) mechanism and its most salient 

characteristics are listed below [16]: 

 

 

 Channel Access: Like 802.11e, the 802.11p standard uses Congestion Windows 

 (CW), Back-off timers and Arbitration Inter-Frame Space (AIFS) mechanisms in 

 order to coordinate the channel access among the users. 

 

 Quality of Service: Prioritization is very important in 802.11p standard, since it is 

 essential to differentiate services for emergency safety messages (Event Triggered 

 messages) and simple periodic or commercial use messages. That is why, the standard 

 uses four different Access Classes (ACs) with different priorities and assigns to them 

 different AIFS and CW values. The smaller the AIFS and the CW the higher the 

 priority of the AC. The different ACs of 802.11p are shown below in Figure 2.3 . 

 
 

Figure 2.3: Different AIFS & CW values for different Access Classes 
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 Modes of communications: In 802.11p vehicles can communicate with one 

 another in an Ad-hoc manner using their On-Board Units (OBU) achieving V2V 

 communication, or they can make use of the available infrastructure by 

 communicating with the Road Side Units (RSU) achieving I2V communication. 

 However, from the 802.11p point of view there is no fundamental difference between 

 the two cases.  

 

 

 

2.2.3 Advantages & Disadvantages of 802.11p 

 

 As mentioned above, the 802.11p standard is an amendment to the well known 802.11 

WLAN standard family, thus, inheriting all of its advantages like simplicity, fairness, ease of 

use etc. Also the fact that the 802.11 technology is very well known and used in multiple 

applications throughout the world ensures system compatibility with a number of other useful 

applications. Furthermore, it enables relatively reliable communication using cheap hardware 

and software. The modifications that took place in the PHY and MAC layers of 802.11p have 

allowed it to adapt to the needs of the vehicular environment and deal with some of the 

particularities and issues that arise in this environment. Nevertheless, some very important 

problems still remain unsolved, and impose restrictions and limitations to the performance of 

the standard. Most of them originate from the physical conditions of the VANET environment, 

such as high mobility of the nodes and the rapidly time-varying channel and result in the 

degradation of the systems’ performance by imposing serious problems on the communication 

such as frequent disconnections and unacceptably high delays. 

Most of the 802.11p’s disadvantages are caused by its ad hoc nature, and they are well 

known problems that all ad hoc networks face. But in the case of 802.11p things are even 

more crucial because of the stringent delay requirements that it has to meet in order to 

accommodate the ITS applications. Some of these problems are the hidden node problem (two 

nodes transmit at the same time because they cannot sense each other transmitting and their 

packets collide at the receiver), the high mobility of the nodes, the fair implementation of the 

channel access and prioritization scheme and the optimal transmit power that each node must 

use in order not to interfere with adjacent transmissions. The solutions to these problems, 

cannot afford to degrade the performance of the standard especially when it comes to 

transmission delays. Furthermore, one very important problem that has been identified for the 

use of 802.11p in vehicular networks is that it faces severe scalability issues. That means that 

even though the standard performs very well under normal traffic circumstances, it doesn’t 

have the capacity to accommodate a large number of users. As a consequence the performance 

of the standard drops fast with an increasing number of participating vehicles in the network 

and its performance is no longer acceptable for ITS applications. 

As it is obvious from the characteristics that were presented above, the 802.11p standard is 

a very good candidate for vehicular communication, but the fact that there are a few 

unresolved issues with its performance means that a search for an alternative communication 

protocol which can either assist or replace 802.11p, would provide useful scientific data to the 

development of the future vehicular and ITS networks.  
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2.3 Long Term Evolution (LTE) 

 

 

 Long Term Evolution (LTE) is a cutting edge technology which includes some new 

extraordinary features that were never before used in wireless and mobile communications 

and which give LTE an advantage compared to other technologies. Apart from that, some 

features that were included in older releases of the current mobile telephony standard, called 

Universal Mobile Telecommunications System (UMTS), were improved and refined in order 

to provide LTE with the capability of performing better than any other mobile 

communications standard and in order for it to cover the needs of a great variety of 

applications. Some of these features are ideal for use in the case of ITS applications, where 

the rapidly changing environment and the very stringent delay requirements, pose some very 

difficult performance requirements on the communications scheme. With the use of some of 

these features the delays are minimized and the performance of LTE can be optimized in 

order to accommodate the special needs of the vehicular environment such as low latency, 

transmission of small periodic packets, reception of a transmission by multiple receivers etc. 

In this section, the features, functionality and capabilities of LTE will be presented so that its 

role in a future ITS network can be evaluated. 

 

 

2.3.1 LTE Structure 

 

 For the better understanding of the standard, it is very important to have a solid 

image of the standards structure and architecture. At this point the reader should keep in mind 

that LTE is an infrastructure based network, which means that the communication always 

takes place through a base station and never directly between two or more users. That is after 

all the biggest difference of this standard from the 802.11p standard that was presented 

earlier. The LTE and its core network architecture which is called Service Evolution 

Architecture (SAE) are two complementing work items handled by 3GPP. It is often referred 

to as the fourth generation (4G) of mobile networks, however the first release of LTE 

(Release 8) is not expected to meet the 4G criteria that are put forth by International Mobile 

Telecommunications committee (IMT-advanced). The first release that is expected to meet 

these criteria is Release 10. In parallel to the standardization activities, the Next Generation 

Mobile Networks (NGMN) was founded to drive the 4G development from the operator side. 

 LTE describes the new radio access technology or Radio Access Network (RAN) 

which defines the interaction between the evolved Base Stations (eNB) and the terminals of 

the users (User Equipment - UE). This is an evolution of the UMTS Terrestrial Radio Access 

(UTRA) scheme that was used in UMTS and that is why it is called Evolved – UTRA (E-

UTRA). The radio interface is based on Orthogonal Frequency Division Multiple Access 

(OFDMA) in the downlink and on Single Carrier Frequency Division Multiple Access (SC-

FDMA) in the uplink. LTE supports multi-antenna techniques such as Multiple Input – 

Multiple Output (MIMO) and beam-forming to increase peak and cell edge bit rates 

respectively. 
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 The SAE work group defined the new core network architecture which is called 

Evolved Packet Core (EPC) and consists of two new network nodes for the packet switched 

domain, the PDN-Gateway (P-GW) and the Service Gateway (S-GW). The EPC introduces 

enhanced Quality of Service (QoS) handling as well as interoperability with non 3GPP access 

technologies. The system architecture consisting of LTE and EPC is denoted Evolved Packet 

System (EPS) and is shown below in Figure 2.4 . 

 

 
Figure 2.4: EPS architecture 

 

 

 In the IP based EPS, the number of nodes were reduced as well as the number 

of interfaces in the network architecture. The flat system architecture, consisting only 

of the eNBs and the Gateway (GW), contributes to the low latency of the system. 

Besides the significant improvement in data rates and latency that this architecture 

offers, it also achieves a more cost efficient network structure. Additionally the 

spectrum flexibility was improved, allowing LTE to operate in frequency carriers of 

1.25 to 20 MHz (Bandwidth) and in frequency bands from 700 MHz to 2.6 GHz [5].  

  

 

 

 

2.3.2 Peak Data Rate / Spectral Efficiency 

 

 As defined by 3GPP, E-UTRA should support significantly increased instantaneous 

peak data rates. The supported peak data rate should scale according to size of the spectrum 

allocation. Note that the peak data rates may depend on the numbers of transmit and receive 

antennas at the UE. The targets for downlink (DL), meaning the communication with 

direction from the eNB to the UE, and uplink (UL), meaning the communication with 

direction from the UE to the eNB, peak data rates, are specified in terms of a reference UE 

configuration comprising: 
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 Downlink capability  – 2 receive antennas at UE 

 Uplink capability  –1 transmit antenna at UE 

 

 For this baseline configuration, the system should support an instantaneous downlink 

peak data rate of 100 Mb/s within a 20 MHz downlink spectrum allocation (5 bps/Hz) and an 

instantaneous uplink peak data rate of 50 Mb/s (2.5 bps/Hz). The peak data rates should then 

scale linearly with the size of the spectrum allocation. The LTE/SAE Trial Initiative (LSTI) 

proved that these targets are met by LTE by performing simulations and real-life testing. As 

can be seen in Figure 2.5 below, LTE achieves these goals both in the Frequency Division 

Duplexing (FDD) mode as well as the Time Division Duplexing (TDD) mode [7] [9]. 

 

 

 

 
 

Figure 2.5:  Lab & field results for LTE’s peak data rates and spectral efficiency 

 

 

2.3.3 Latency 

 

 As mentioned before, the most important requirements that LTE has to meet in order 

to be suitable for ITS applications are the delay requirements, since most of these 

applications are extremely delay sensitive and if the time requirement for a packet expires 

then the information in that packet is no longer useful or it can lead to a fatal accident. Such a 

scenario would lead to the degradation of the credibility of the system. The latency that any 

packet in an LTE network will encounter is divided into two major parts, the Control Plane 

Latency (C-plane latency) and the User Plane Latency (U-plane latency). 
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 Control plane latency is the time required for performing the transitions between 

different LTE states. A UE in LTE is always in one of three states, Connected (active), Idle 

or Dormant (battery saving mode). 3GPP defines that the transition time from the Idle state to 

the Connected state should be less than 100 ms, excluding downlink paging and Non-Access 

Stratum (NAS) signaling delay. Furthermore, it is defined that the transition time from the 

dormant state to the connected state should take less than 50 ms. The LSTI performed 

measurements in order to verify that LTE meets these requirements. The results from these 

measurements are shown below in Figure 2.6, and as it is obvious LTE performs even better 

than the worst case requirements for the Idle to Connected transition which is the most 

frequently used [1] [7] [9]. 

 

 
 

Figure 2.6: LSTI measured Idle-Active times for LTE and 1 UE/cell 

 

 

 The user plane latency is defined by 3GPP as the one way transit time between a 

packet being available at the IP layer in the UE edge node and the availability of this packet 

at the IP layer in the RAN edge node, in this case the eNB. Under the current specifications a 

U-plane latency of around 5 ms one way is expected from the E-UTRA. Low U-plane latency 

is essential for delivering interactive services like gaming, VoIP and most importantly in our 

case live feedback from the road network.  

 The LSTI performed measurements to establish the ping Round Trip Time (RTT) 

between the UE and the eNB (2*U-plane latency) as well as the End-to-End ping delay. A 

schematic diagram of the network structure that was used for the measurements as well as the 

results, are shown in Figure 2.7 below [7] [9]. 

 

 
 

Figure 2.7: Network structure and Air interface & End-End delay measurements for LTE 
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 As we can see in Figure 2.7, some measurements have been conducted with a pre-

scheduled assignment for the uplink resources. This is a special feature of LTE which might 

prove valuable for ITS applications and it will be discussed thoroughly in the following 

sections. The results from the LSTI measurements show that the 3GPP requirements for the 

Air interface can be met when pre-scheduled assignment is used, but when the default 

dynamic assignment of uplink resources is used then the delay is a little bit over the limit. On 

the other hand, the measurements taken for the End-to-End delay are extraordinary and they 

show that LTE can accommodate even for applications with very tough delay requirements. 

The exact value of the End-to-End delay in an LTE network as well as the components that 

comprise it are shown below in Table 2.2 [2]. 

 

 

 
 

Table 2.2: End-to-End delay and latency components 

 

 

 

 

 

 

2.3.4 Mobility 

 

 According to the requirements set forth by 3GPP, the E-UTRAN shall support 

mobility across the cellular network and should be optimized for low mobile speed from 0 to 

15 km/h. Higher mobile speed between 15 and 120 km/h should be supported with high 

performance. Mobility across the cellular network shall be maintained at speeds from 120 

km/h to 350 km/h (or even up to 500 km/h depending on the frequency band). Voice and 

other real-time services supported in the circuit switched domain in Release 6 UMTS, shall 

be supported by E-UTRAN via the packet switched domain with at least equal quality as 

supported by UTRAN (e.g. in terms of guaranteed bit rate),over the whole of the speed range 

[7].  

 The LSTI, performed extended measurements in order to verify whether the current 

LTE Release 8 meets the mobility requirements of 3GPP. The results for different mobile 

speeds are shown below in Figure 2.8, in terms of throughput vs Signal to Noise Ratio (SNR) 

according to the distance of the mobile from the eNB. As we can see from the graph, LTE 

shows brilliant performance for low mobile speeds and little impact is obvious for mobile 
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speeds up to 120 Km/h. Even though the performance degrades for high speeds, we can see 

than extremely high mobile speeds are still supported. Hence, all the original mobility 

requirements of 3GPP are successfully met by LTE [9]. 

 

 

 
 

Figure 2.8: Throughput vs SNR for different mobile speeds in LTE  

 

 

 

 



 

3  
Motivation & Research Questions 
 

 

 In this chapter, the reasoning behind this eight months-long research project is explained. 

The facts that motivated this thesis and the research questions that we are trying to answer, is a 

prerequisite knowledge before going any deeper into the scientific content of this project. The 

motivation and research goals will clarify the scientific purpose of this thesis. In order to justify 

the fact that LTE is considered the most promising alternative communication system for use in 

the future ITS networks, a more thorough investigation of the technological and commercial 

aspects of the system is required. A number of reasons have qualified LTE as a possible 

candidate for use in ITS networks and they are listed below: 

 

 Extraordinary Performance: The unprecedented performance that LTE promises, is 

essential for meeting the ITS requirements. The high Data Rates (100 Mbps DL, 50 

Mbps UL) and very low latencies are needed to ensure in time delivery of the time-

critical ITS packets. Moreover the large communication range of LTE might prove very 

useful for covering big parts of highways and road infrastructure, and the support for 

high mobility nodes, which LTE offers, is essential for operation in a vehicular network. 

 

 Readily Available: The fact that LTE is a technology which is already very mature and 

commercial networks are already being deployed around the world, ensures that there 

will be a very high penetration rate for the LTE technology and for the ITS applications 

that it may support. 

 

 Infrastructure Based Technology: As mentioned before, a lot of the problems that 

802.11p faces in ITS scenarios are due to the fact that it is an infrastructure-less network. 

The Infrastructure based LTE will not face these problems and will provide an 

alternative, more reliable, approach for communication within ITS. 

 

 Existing Infrastructure: By the time that ITS will be ready for deployment, the LTE 

network will already be in place, which will ensure an early and low cost deployment of 

ITS services, since no new hardware will have to be purchased and installed from the 

providers. 
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 LTE special features: The fact that LTE has been designed to handle efficiently VoIP 

traffic, especially with the use of Semi-Persistent Scheduling (see Section 4.4.2), is a 

huge advantage for the ITS, since VoIP and ITS have very similar applications that 

require the same treatment by the network.  

 

 The points mentioned above, are the reason that this thesis aims at evaluating the 

performance of LTE within the context of ITS networks. The main goals of this project are to 

discover the performance boundaries of LTE technology in relation to the requirements of 

typical ITS applications, to understand how the different parameters of the vehicular network, 

such as vehicle density and beaconing frequency, affect the performance of LTE and to compare 

the performance of LTE in ITS networks, with that of the 802.11p standard. Moreover, the effect 

that the introduction of LTE in ITS, has on existing cellular traffic will be examined and 

different possibilities for improving the performance of LTE in the ITS context will be 

investigated.  

 In order to focus the scope of this thesis project, the above goals have been refined into 

specific research questions, which would guide the research in the correct path. By answering 

these questions, the capabilities and possibilities of LTE in an ITS network would be clear and 

its performance could be compared and evaluated according to the 802.11p standard. These 

Research Questions are the “driving force” behind the research carried out in this thesis and they 

are presented below: 

 

 Can LTE meet the requirements of all the ITS applications? If not, which ones can it 

support? 

 

 Can LTE support both vehicular and normal mobile telephony users (background 

traffic)? What is its exact capacity? 

 

 How does the background traffic affect the ITS traffic? 

 

 Does differentiation and prioritization between ITS and background traffic help ITS 

performance? 

 

 What are the exact advantages gained by the infrastructure of LTE compared to the 

infrastructure-less 802.11p? 

 

 What is the gain that Semi-Persistent Scheduling offers? Are there any drawbacks from 

using this scheduling scheme? 

 

 How do the different parameters of the network affect the performance of LTE? 

 

 At which point the performance of LTE is no longer acceptable? 
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 Does the performance degrade gracefully or abruptly with increasing number of vehicles 

in the network? 

 

 How does LTE performance compare to the 802.11p performance in ITS scenarios? 

 

 Would a combination of LTE and 802.11p be functional? Which applications would be 

supported by which system? 

 

 

 The answer to these questions will provide an in-depth understanding of the 

performance and capabilities of LTE in an ITS network and will mark the starting point for 

further scientific research, regarding the involvement of LTE in Intelligent Transportation 

Systems. 
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4  
LTE Modeling & Simulation Options 
 

 

 In order to be able to evaluate the performance of an ITS network, using LTE as the 

communication protocol and to answer the research questions of this thesis, a model had to be 

built which simulates the functionality of LTE and the circumstances of a vehicular network. 

This simulator is the main tool of this thesis and will provide the necessary insight about the 

performance of ITS using LTE. Unfortunately, due to the great complexity of LTE and vehicular 

networks, we had to limit the focus of our research and make some very important choices about 

which aspects of these systems are modeled in the simulator. In this chapter the modeling 

choices, assumptions and simplifications that were made are explained and justified, and a full 

description of the model is given. In Section 4.1 the network layout is discussed and the main 

characteristics of our model are presented. In Section 4.2 the traffic characteristics of the 

vehicular environment are given as well as the data traffic that LTE has to handle. In Section 4.3 

the propagation environment is described and in Section 4.4 the radio resource management that 

LTE uses is discussed. Finally, in Section 4.5 the simulation environment and the basic 

functionality of the simulator are presented. 

 

  

 

4.1 System Model 

 

 

 The simulator used in this thesis, was created in the Borland Delphi programming 

language and it simulates the functionality of a LTE cellular network in a vehicular environment, 

making use of ITS applications. In this section, the basic modeling scenario are presented and 

some basic terminology about the scenario is explained. Also, the basic modeling choices made 

in this simulator are justified. 
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4.1.1 Simulated Scenario 

 

 The environment that our model simulates and its basic principles are depicted below in 

Figure 4.1. The vehicles communicate with each other over a commercial LTE cellular network, 

at the same time that other mobile users are establishing data connections with the same network. 

The vehicular environment simulated is a rural highway with multiple lanes and a variety of 

traffic patterns. The LTE part of the model simulates the function of a LTE cell operating in the 

900 MHz band with a bandwidth of 10 MHz. The eNodeB of the cell is situated in the middle of 

the simulated highway (length-wise), at a height of 30 meters and uses an omni-directional 

antenna. LTE serves both vehicular and background mobile telephony users at the same time and 

it has to meet the QoS requirements for each service, respectively, although in our scenario no 

QoS is taken into consideration for the background traffic. For the purposes of this model the 

communication load offered to the network by the vehicles, from now on will be mentioned as 

ITS load or ITS traffic, while the load offered by the normal telephony users will be mentioned 

as background load or background traffic. 

 

 

 
 

Figure 4.1: Basic modeling scenario 

 

 

 In this basic simulation scenario that is presented above, all the vehicles participate in an 

ITS and exchange periodic messages with each other through the eNB. Because these messages 

have predefined size and are generated in regular intervals, they are called beacons, and the 

frequency with which they are being transmitted is called beaconing frequency. Each beacon 

transmitted by each vehicle, has to reach the eNB and go through the whole LTE network before 

it can be delivered to the rest of the ITS users, through a broadcast transmission by the eNB. The 

beacon can be broadcasted also from neighboring eNBs, to increase the range and the number of 

recipients, but in our scenario only one cell (eNB) is taken into account. The exact path that a 

beacon takes through the network is: 

 

UE → eNB → core network → gateway → ITS server → gateway → core network → eNB →  

broadcast→ UE 
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 At the same time, the LTE network has to serve the background users which appear in a random 

fashion and offer extra load to the cell. For the purposes of this thesis, it is assumed that all the 

background users are establishing data connections with the LTE network, so that the offered 

load can be easily measured in kilobits per second (kbps). 

 

 

 

4.1.2 Focus on Uplink 

 

 As mentioned before LTE is a complex technology and it entails many different aspects. 

Unfortunately, not all aspects of LTE could be modeled within the context of this thesis project 

and some choices had to be made about which of them were more essential to incorporate to the 

simulator and which ones could be omitted. After an extensive literature study and by taking into 

account all of the available facts, we chose to model and focus on the Uplink (UL) of LTE and 

not to include the Downlink (DL) in the simulator. That choice was made based on the fact that 

the UL presents the most challenges when used in a vehicular environment, as the one described 

in Section 4.1.1. On the other hand, while in a normal cellular network the DL has to serve more 

traffic than the UL (usual traffic patterns entail much more data downloading than uploading), in 

the ITS case the traffic generated by the vehicles, is almost equal for the DL and the UL 

(transmitted beacons), thus, it is generally believed that the DL will be able to fulfill the 

requirements of ITS applications. Although the delay requirements imposed by LTE are a 

concern for both DL and UL, due to the limitations and generally worse performance of the UL 

compared to the DL (see Section 2.3), the UL is considered to be the bottleneck of the system for 

the ITS usage case. 

 The superiority of the DL is caused by some of the advanced features that it incorporates, 

mainly due to the fact that the eNB plays the most important role in the DL. The transmission 

power of the eNB is by far superior to that of a UE and it potentially uses a more advanced 

MIMO scheme (2 x 2 MIMO). Additionally, there is no channel access delay for the eNB and it 

can make use of the broadcast channel for disseminating the information instead of transmitting 

the information separately to each user. These features ensure that the DL has higher data rates 

and lower latencies than the UL, and should encounter no difficulties in meeting the strict ITS 

requirements. 

 The UL on the other hand is mostly dependent on the User Equipment (UE) which 

naturally is a much weaker node than the eNB. Its transmission power is significantly less than 

that of the eNB, and because of the size restriction it makes use of a simple receive diversity 

scheme (1 transmit antenna, 2 receive antennas). Moreover, its dependency on the battery power, 

limits even further its transmission and processing capabilities. For those reasons, the UL is 

considered the weak point of the system and that is why this research is focusing on evaluating 

the UL performance. If it is proven that the UL is able to handle the ITS load and requirements, 

then there should be no problem for the DL to support ITS applications too. 
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4.2 Traffic Characteristics 

  

 The creation of this model requires the simulation of two distinct, cooperating systems, 

namely, the LTE network and the vehicular network (road). In this section, we will describe in 

detail the traffic characteristics of both these systems. As far as the vehicular network is 

concerned, the creation of the road and the movement prediction of the vehicles in it, will be 

discussed, while for the case of the LTE network, the data traffic generated by both ITS and 

background users will be explained in detail.  

 

  

 

4.2.1 Intelligent Driver Model (IDM) 

 

 For the creation of the road network and the simulation of the movement of the vehicles, 

the Intelligent Driver Model (IDM) developed by Treiber, Hennecke and Helbing was used [18] 

[19]. In traffic flow modeling, the IDM is a time-continuous car-following model for the 

simulation of freeway and urban traffic. It was developed in the year 2000 to improve upon 

results provided with other "intelligent" driver models, which presented less realistic properties. 

 The IDM is a "car-following model", i.e., the traffic state at a given time is characterized 

by the positions and velocities of all vehicles. The decision of any driver α, to accelerate or to 

brake depends only on his own velocity, and on the "front vehicle" immediately ahead of him. 

Specifically, the acceleration dvα /dt of a given driver depends on his velocity vα , on the distance 

sα to the front vehicle, and on the velocity difference Δvα (positive when approaching). The IDM 

is described by the following partial differential equations: 

 

       [eq. 1] 

 

 [eq. 2] 

 

    [eq. 3] 

 

 



 

 

40 

The acceleration, which is described by equation 2, is divided into a "desired" acceleration a [1-

(
v
/v0)

delta
] on a free road (first part of eq. 2), and braking decelerations induced by the front 

vehicle (s*(vα, Δvα) / sα)
2
 , which is the second part of eq.2. The acceleration on a free road 

decreases from the initial acceleration a to zero when approaching the "desired velocity" v0.  

 

The braking term is based on a comparison between the "desired dynamical distance" s
*
, and the 

actual gap s to the preceding vehicle. If the actual gap is approximately equal to s
*
, then the 

breaking deceleration essentially compensates the free acceleration part, so the resulting 

acceleration is nearly zero. This means, s
*
 corresponds to the gap when following other vehicles 

in steadily flowing traffic. In addition, s
*
 increases dynamically when approaching slower 

vehicles and decreases when the front vehicle is faster. As a consequence, the imposed 

deceleration increases with  

 decreasing distance to the front vehicle (one wants to maintain a certain "safety 

distance")  

 increasing own velocity (the safety distance increases)  

 increasing velocity difference to the front vehicle (when approaching the front vehicle at 

a too high rate, a dangerous situation may occur).  

 

The model parameters v0, s0, T, a, δ and b are the same for all the vehicles in the network and are 

defined as follows: 

 

 desired velocity v0: the velocity the vehicle would drive at in free traffic 

 minimum spacing s0: a minimum net distance that is kept even at a complete stand-still 

in a traffic jam 

 desired time headway T: the desired time headway to the vehicle in front 

 acceleration a 

 comfortable braking deceleration b 

 Acceleration exponent δ: fixed value usually set to 4 

 

  Additionaly, the user of the model has the potential of introducing a traffic jam in the 

network, thus making the simulation even more realistic. The introduction of the traffic jam is a 

manual process during which the user must define the exact position of the traffic jam starting 

and ending points on the road, and the reduced velocity that the vehicles in the traffic jam will 

experience. Also the distance among the vehicles in the traffic jam must be defined (and should 

be set smaller than the distance that the vehicles not experiencing a traffic jam, have among them) 

and a reduced desired velocity must be defined. 

  The initial situation of the model is defined by assigning random positions to the 

vehicles in the network, taken from a uniform distribution. The velocities of the vehicles are also 

sampled uniformly from a user defined interval (max and min allowed velocities). From that 

moment on, the IDM will be able to calculate the position and speed of every vehicle at any 

given time instant. For our simulator, we have chosen to implement a refresh rate of the network 

of 100 ms. That means that every 100 ms the positions and speeds of all the vehicles in the 
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network are recalculated, as well as the distance of every vehicle from the eNB which is needed 

for LTE signal strength calculations (see Section 4.3). Normally, the IDM performs calculations 

on a per second basis, but for the purposes of this thesis project the calculation interval was set 

to 100 ms because it was calculated that this time interval would give us a sufficiently accurate 

image of the channel’s conditions. If the interval was any larger, the model wouldn’t adapt 

accurately enough to the changes of the channel, while a smaller interval wouldn’t offer any 

further adaptation advantages than the 100 ms interval. 

 In order to fit the IDM in our simulation scenario we had to add a couple of extra 

features to it. Because the simulated road has a finite length and the simulation time is much 

longer than the time a vehicle needs to travel the whole length of the road, we implemented a 

wraparound scheme, which means that any vehicle that reaches the end of the simulated road is 

automatically re-inserted at the beginning of the road. In that way there is no limit in the 

simulation time that we want to consider. The other modification that we had to make was 

mandated by the fact that the IDM is defined for one lane of vehicles (vehicles one behind the 

other in a horizontal line) while we had the need to simulate a highway with multiple lanes in 

order to have a more realistic model of a highway, as is shown in Figure 4.1. To overcome this 

problem, we implemented the IDM independently for every lane of the simulated road network. 

Since the movement prediction of the vehicles depends on the same equations, the resulting 

traffic pattern will be similar for all vehicles, thus producing an accurate prediction for the 

movement of the vehicles. 

 

 

 

4.2.2 ITS Beacons 

 

 The ITS load (or ITS traffic) that is mentioned in Section 4.1.1 and that is imposed on 

the LTE network, is nothing more than the beacons that the vehicular users of the network 

generate. Every vehicle on the highway transmits a beacon of predefined size with a fixed 

beaconing frequency. The most common value for the beacon size is 100 Bytes and the most 

common beaconing frequency is 10 Hz, but the values of these parameters change depending on 

the ITS application that is served. Here, we will examine only the case of the periodic beacon 

transmission from the vehicles and not the case of event triggered messages (see Section 2.1.2). 

The size and the frequency of the beacons might seem relatively small, but depending on the 

number of ITS users (vehicles) in the network, the aggregated ITS load imposed on the LTE cell 

is quite significant. 

 In our model, each vehicle picks a random initial time to generate its first beacon from a 

uniform distribution, and after the generation of the first beacon, all the subsequent beacons 

follow in fixed time intervals depending on the beaconing frequency (a beaconing frequency of 

10 Hz leads to a beacon inter-arrival time of 100 ms). Then, the ITS users have to wait for the 

eNB to assign resources to them depending on the scheduling scheme that is implemented (see 

Section 4.4.2), in order to be able to transmit their beacon. 

 Through the monitoring of the ITS beacons, we will be able to determine the 

performance of ITS when using LTE as the communication technology. The normal path that an 

ITS beacon takes through the LTE network was described in Section 4.1.1, but as mentioned 

before, this model only simulates the function of the UL of LTE, thus the only part of that path 

that is simulated is the UE → eNB part. The rest of the path is not simulated, but some typical 
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values regarding the delay of a packet travelling through an LTE network, have been taken into 

account from [8]. The DL transmission time, meaning the eNB → UE part of the path, had to be 

calculated too. A broadcast transmission was assumed on the DL, and as in real LTE networks 

the broadcasting bit rate (see Section 4.4) is adapted to the receiver with the weakest signal. So, 

the vehicle with the lowest bit rate (which is usually the vehicle situated farthest away from the 

eNB) at any given moment, defines the bit rate of the broadcast transmission and hence the DL 

transmission delay. By adding the UL transmission delay, the DL transmission delay and the 

core network delay we could calculate the Round Trip Time (RTT) delay of each beacon in the 

system. 

 The transition delay that LTE defines, which is the time needed for a UE to go from the 

idle state to the connected state and is usually around 100 ms (see Section 2.3.3), was not taken 

into account when calculating the beacon delay. When a UE hasn’t transmitted or received any 

information for some period of time it goes into the idle state in order to save resources and 

battery time. Because of the fact that this period of time is not specifically defined and it depends 

on various parameters that are controlled by the operator of the LTE network, there is no specific 

value for it. For that reason, we chose to assume that all the users in our simulated network, 

remain at the connected state throughout the whole simulation run and thus, the idle – connected 

transition time was not taken into account. 

 

 

 

4.2.3 Background traffic 

 

 As mentioned in Section 4.1.1 the background traffic was modeled as data transmissions 

from the UEs to the eNB. The arrival of the background data calls followed a Poisson process 

with average arrival rate λ, and the data call size, was randomly sampled from a lognormal 

distribution with mean M and a coefficient of variation C. The position of the background call in 

the cell was selected randomly within the bounds of the LTE cell, and it’s position didn’t change 

throughout the whole transmission (zero mobility assumed for background traffic). Each 

background data call that arrives in the system enters a buffer and waits there until it is assigned 

resources from the eNB to start transmitting. When all the data have been sent to the eNB 

successfully, the entry for the specific data call is erased from the buffer. In this model, no 

background calls are blocked and they all enter the system buffer, but the time that they have to 

wait in the buffer before resource allocation, depends on the total load imposed on the network 

and the scheduling scheme being used. In other words, there is no admission control 

implemented, so a background call will always enter the system buffer, but might never leave it.  

 In the background traffic case, we only simulate the UL and we don’t take into account 

what happens after the data reach the eNB. This is a simple way to incorporate background 

traffic in our simulator and monitor its behavior, without losing focus of our research. When a 

background call enters the buffer, the path loss, SINR and bit rate of that call are calculated the 

same way that they are calculated for the ITS users (see Section 4.3) and the necessary resources 

are assigned to it by the eNB. Since the location of background data calls doesn’t change from 

the moment that they are generated until they have finished their transmission, there is no need 

for recalculation of their path loss and SINR. 
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4.3 Propagation Environment 

 

 In this section we will discuss the propagation characteristics of our model and how they 

affect the calculations made by the simulator. In order to calculate how the beacon  

transmissions are handled by the LTE UL, the path loss and Signal to Interference and Noise 

Ratio (SINR) of each vehicle is calculated according to the distance of the vehicle from the eNB 

at any given moment. From that, we can find the maximum bit rate that each vehicle can support 

and calculate the exact resources that each vehicle is going to need, in order to transmit its 

beacon to the eNB. It must be noted that by the term resources, we mean the minimum piece of 

time and frequency that the eNB assigns to a user, and is referred to as Physical Resource Block 

(PRB). The minimum resource allocation is always 1 PRB and it can never be less than that no 

matter the needs of the user. In LTE one PRB defines a block of resources that has a duration of 

1 ms with a bandwidth of 180 kHz. 

  The path loss between the eNB and the vehicles is calculated in dB according to the 

Okumura – Hata model for rural areas which is described by the equation below [17]. 

 

  [eq. 4] 

  [eq. 5] 

 

where: 

 fc : transmission frequency in MHz 

 hb: height of the eNB in meters 

 r :  distance from eNB in meters 

 

 

 The SINR for each user of the network depends on the path loss it is experiencing, the 

applied transmission power, as well as on the interference and thermal noise that it is 

experiencing. Because the transmission power of a user is calculated on a per PRB basis, the 

SINR is also calculated on a per PRB basis. Since the SINR depends on the path loss, that means 

that it changes as the vehicles move along the network and that is why it is important to 

recalculate it at regular intervals. It must be noted that before the path loss is used to calculate 

the SINR of users, it must be first converted from dBs to linear units. The recalculation in our 

model occurs with every update of the IDM (see Section 4.2.1), meaning every 100 ms. The 

SINR of every user in the network (both ITS and background users), is calculated according to 

the following equation: 
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where: 

          : SINR per PRB 

    
          : UE transmission power per PRB 

            : Path loss (linear units) 

 I      : Interference in Watt 

 N      : Thermal Noise in Watt 

 

 

 

  

 A compromise that had to be made in our simulator was the fact that the simulated 

network consists of only one cell. That means that there are no neighboring cells creating inter-

cell interference and for that reason, as an approximation, the inter-cell interference was 

considered fixed within the whole area of the simulated cell. The research presented in [20] and 

[21], showed that a representative value for the inter-cell interference was I = -116 dBm ( 2.25 

*10 
-15

 Watts). Also, since the network was comprised of only one cell, the handover procedure 

(the procedure that takes place when a user leaves one cell and enters a neighboring one) was not 

taken into account and as a consequence, the handover delay was not included in the 

measurements for the beacon and packet delay. 

 Although the path loss was calculated for each user of the network, some other 

important propagation phenomena were ignored, such as shadowing and multipath fading. These 

phenomena would be quite important in a scenario modeling e.g. an urban environment, where 

there are a lot of buildings and objects that the transmission signal can bounce off, but their 

effect in the rural environment that we are modeling, is significantly less. Therefore, these 

phenomena are not modeled in our simulator, and the credibility of the simulator is not degraded 

significantly.  

 Besides the simplifications that are mentioned above, we had to make some educated 

assumptions regarding the values of some parameters, which are not defined by the LTE 

standard but depend on the network circumstances, the operator’s needs and other similar factors. 

One important such assumption, was that the simulated LTE network uses omni-directional 

antenna which means that no antenna gains were involved in our calculations. Apart from that, 

the minimum coupling loss and the level of the thermal noise had to be defined. The minimum 

coupling loss is the minimum loss any user will experience even if they are standing right next to 

the eNB, while the thermal noise is defined as the electronic noise generated by the thermal 

agitation of the charge carriers inside electronic devices, regardless of the applied voltage. After 

studying the research presented in [20] and [21], the minimum coupling loss was set to 70 dB 

and the thermal noise was set to NTh = -116 dBm. 
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4.4 Radio Resource Management Modeling 

 

 
 In this section we will discuss how LTE allocates its resources to the users and what 

kind of measures it takes, to optimize the resource allocation. In order to do that, first we have to 

understand the way that our model calculates the bit rate of every user, since it plays a critical 

role in the PRB assignment. Once the SINR for every user of the network has been calculated 

(see Section 4.3), the bit rate of every user is calculated with the use of the Shannon bound 

which is log2 (1 + SINR) [17]. By finding out the bit rate of the users, which actually tells us 

how many bits can be sent in one PRB, we will be able to calculate exactly how many PRBs the 

user will need to transmit its beacon, since the beacon size is predefined. This procedure models 

the Adaptive Modulation and Coding (AMC) scheme of LTE and uses the equation presented 

below to calculate the bit rate of every user in the network. 

 

 

 

                                           [eq. 7] 
 

 

 

where: 

          : SINR per PRB 

           : Bandwidth per PRB (180 kHz) 

 α      : Attenuation factor representing implementation losses 

  

 

 The attenuation factor is an approximation in order to simulate the implementation 

losses in the network. In [17] it has been shown that an appropriate value for the modeling of 

LTE UL is α = 0.4, so this value is used also in our model. 

 The velocity of the vehicles must also be taken into account in the calculation of their 

experienced bit rate, as was explained in Section 2.3.4. By analyzing Figure 2.8 we can calculate 

the effect of different velocity values on the experienced throughput and hence the experienced 

bit rate of the users. In our model, after the calculation of the original bit rate of every user with 

equation 7, the bit rate was decreased according to the user’s velocity by adjusting it to the 

curves of Figure 2.8. More specifically, the values that are used for the adaptation of the bit rate 

are the following: 

 

 User velocity: 1.39 m/s <= v <= 8.35 m/s  →  bit rate reduction: 4% 

 User velocity: 8.36 m/s <= v <= 33.3 m/s  →  bit rate reduction: 12% 

 User velocity: 33.3 m/s <  v       →  bit rate reduction: 15% 
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 Based on the above calculation of the bit rate and the number of available resources, we 

will also explain the decision policy of our simulator regarding the number of resources 

allocated to the users. The number of resources that are assigned to the users is not exclusively 

dependent on the SINR and the bit rate, but other factors play a role, such as the available 

transmission power of the user, the velocity of the user and the scheduling scheme used by the 

network. 

 

 

4.4.1 Transmit Power Control 

 

 During the design of the simulator we had to make an important assumption concerning 

the transmission power that the users will use, in order for their transmission to reach the eNB. 

Normally, LTE uses a very elaborate and complex scheme in order to assign power levels to 

each user, called Transmit Power Control (TPC). Because this scheme is rather elaborate and 

complex to implement, we incorporated a more convenient approximation of the TPC scheme, in 

our simulator, which can be viewed as an open loop power control scheme. In a LTE network, 

the eNB broadcasts the optimal target received power level per PRB and the UEs choose 

correspondingly their transmission power levels according to their path loss and the number of 

PRBs allocated to them at the time. In our model, we assume the users are always aware of the 

target received power level of the eNB, thus enabling them to calculate their optimal 

transmission power level in order for their transmission to reach the eNB. The received power 

level per Physical Resource Block (PRB) at the eNB was set at P0 = -78 dBm, based on [20], [21] 

and [22]. The power level is indicated on a per PRB basis, because multiple PRBs arrive at the 

eNB simultaneously (in parallel) from different users, and they all must have the same power 

level when reaching the eNB, so as to avoid bad reception of PRBs due to interference caused by 

higher power levels. 

 Additionally, a decision about the transmission capabilities of the UEs had to be made, 

or in other words the quality of the hardware used by the users of the network had to be decided. 

LTE defines five different terminal classes, which vary in quality and capabilities. For the needs 

of this model, we assumed that each vehicle in the ITS network is equipped with the highest 

class terminals that are defined by the LTE standard. This is important because the class of the 

terminal defines the maximum transmission power that it can use. In this case the maximum 

transmission power of the UEs is PUE_MAX = 23 dBm. This is a very important parameter, since it 

actually puts an upper limit to the number of PRBs that are allocated to the users. In our model 

the eNB assigns resources to each user depending on the bit rate that the user can support. 

Nonetheless, even if the user is experiencing a very high SINR and consequently can support a 

very high bit rate, that doesn’t mean that it is assigned as many PRBs as its bit rate can support, 

because the UE doesn’t have the transmission power to use all of these PRBs. So the PUE_MAX 

restricts the number of PRBs that are allocated to the user, so as not to waste resources of the 

system.  
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4.4.2 Scheduling Schemes 

 

 As mentioned before, the resources of the network, or PRBs, are assigned to the users by 

the eNB through the packet scheduling process. The resource assignments that the users of the 

network receive differ significantly according to the prioritization and differentiation scheme 

that is implemented in the network. The way that an eNB handles the priorities among the users 

and allocates the necessary PRBs for transmission, depends on the scheduling scheme that is 

implemented in the network. The scheduling scheme is a set of rules, which define the way that 

the eNB shares the available network resources among the users. 

 The LTE model serves both ITS and background traffic at the same time, and the 

priorities are determined by the scheduling scheme that is used. Three different scheduling 

schemes are implemented in this model: 

 

 Dynamic scheduling (fair sharing) 

 Dynamic scheduling (priority for ITS) 

 Semi-persistent scheduling for ITS / dynamic scheduling for background traffic 

 

 The functionality of dynamic scheduling and semi-persistent scheduling will be 

explained in the following paragraphs, but first it is important to understand how the above 

mentioned scheduling schemes combinations operate. In the first case, the LTE network serves 

both the ITS and background traffic in the same way, utilizing a round robin scheme, which 

means that both of them have the same priority for transmission. In the second case, the 

scheduling is still made on a dynamic basis for both, but this time, the LTE network gives full 

priority to the beacons of ITS traffic over the data packets of the background traffic. That means, 

that the background traffic is served only when all the beacons of the ITS traffic, that have 

entered the system buffer, have been served and there are still available resources in the system. 

This scheduling process happens every 1 ms which is the scheduling interval for dynamic 

scheduling in LTE, and as a consequence the system buffer is also refreshed every 1 ms. It must 

be noted, that dynamic scheduling is needed for every single beacon transmitted in the network. 

That means that there is some control signaling overhead between the vehicle and the eNB in 

order to reserve the resources for transmitting the beacon. That is why, whenever dynamic 

scheduling is used, a scheduling penalty is added to the RTT of the beacon. This scheduling 

penalty is not used in the case of SPS, since the control signaling overhead in that case is 

negligible. In the third case, the ITS traffic is being scheduled for transmission according to the 

SPS rules that will be explained below, while the background traffic still uses dynamic 

scheduling which is the default scheduling in LTE. The ITS traffic still retains full priority over 

the background traffic, since the SPS reserves the resources for the ITS traffic, and the 

background traffic is allowed to use whatever resources are left over.  

  By default, LTE uses dynamic scheduling which means that the scheduling 

decisions are made every Transmission Tine Interval (TTI), which has a duration of 1 ms, for 

each packet transmission and for the possible retransmissions. Although this scheme provides 

full flexibility for optimizing resource allocation, which is very important in rapid time varying 

networks like vehicular networks, it also requires a lot of control overhead. Because each user is 

scheduled with control signaling, the control overhead may become a limiting factor for 

applications such as ITS and will result in a reduced traffic handling capacity. Moreover, the 



 

 

48 

delay introduced to the total RTT of a packet by the scheduling request signal of the UE and the 

scheduling grant signal of the eNB is quite significant and is a big disadvantage for any time 

critical applications such as ITS. This is depicted in Figure 4.2 below, where the LTE End-to-

End delay is shown and the contribution of each step of the transmission path to this delay is 

given. 

 

 

Figure 4.2: LTE Round Trip Time 

 

 Another scheduling scheme was designed for LTE, mainly keeping in mind the needs of 

the growing VoIP application. This scheduling scheme is called Semi-Persistent Scheduling 

(SPS) and can prove to be very useful for ITS networks too, because of the similarities with the 

VoIP application (small packet size, constant inter-arrival rate and stringent delay requirements). 

 The principle of semi-persistent scheduling includes two parts: persistent scheduling for 

initial transmissions and dynamic scheduling for retransmissions. At the beginning of each 

active period, the UE sends an uplink resource request to the eNB. On receiving the resource 

request, the eNB allocates a sequence of PRBs located with a certain periodicity between them, 

where the UE can send all its initial transmissions using a pre-assigned transport format. When 

needed, the eNB may reallocate different resources or reassign a different transport format to 

enable link adaptation. The allocation for initial transmissions is sent either on a control channel 

or in a MAC control Payload Data Unit (PDU). All the retransmissions are scheduled 

dynamically using the control channels. As illustrated in Figure 4.3 below, all the colorized 

PRBs are allocated persistently for users’ initial transmissions and PRBs in each color denote 

resources for one specific user. The remaining white PRBs can be used for all users’ 

retransmissions or for other dynamic traffic flows by dynamic allocation. The persistent 

allocations (colorized PRBs) will repeat according to the periodicity until a new resource 

assignment is handed down by the scheduler or until a user becomes inactive and its resources 

are freed. The SPS is configured by higher layers like Radio Resource Control (RRC) and the 

periodicity is also signaled by RRC (the periodicity for VoIP applications is 20 ms). In this way 

the control channel capacity is no longer a problem for these applications since there is no need 

for control signaling for every single packet that needs to be transmitted. Figure 4.4 depicts the 

difference between the two scheduling schemes and clearly show the gain in control signaling 

that is achieved by the use of SPS [2] [12]. 
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Figure 4.3: Semi-Persistent Scheduling  

 

 

 

 
 

Figure 4.4: LTE scheduling schemes 

 

 

 In order to illustrate the benefits that can be gained by SPS we will examine the 

behavior of VoIP like applications in LTE, because of their similarity with ITS 

applications. The capacity of VoIP like applications in the LTE specification was examined 

with the use of simulators for three different codecs and for both dynamic and semi-persistent 

scheduling. The results were very conclusive. In the downlink channel, the performance of the 

dynamic scheduler is control channel limited and hence the SPS is able to show a significant 

capacity improvement in the order of 50 % compared to the dynamic scheduler, in the case that 

the AMR 12.2 codec is used, which is the most common case. In the uplink channel, the 

performance of the dynamic scheduler is once again control channel limited whereas the SPS 

suffers much less from control channel limitation due to a looser control channel requirement. 

Therefore, the SPS is able to have 14 % capacity gains over the dynamic scheduler in the AMR 

12.2 codec case. The results of the simulations that show this huge improvement in capacity 

achieved with SPS are presented in Table 4.1 below [2]. 
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Table 4.1: VoIP capacity in number of users for LTE at 5 MHz 

 

 Another general advantage that is gained by using Semi-Persistent Scheduling is that the 

upload transmission delay is decreased since the UEs don’t have to perform random access any 

time they are not connected to the eNB and they want to transmit a packet, and thus they avoid 

the random access delay.  Also there is a latency gain by the fact that the UEs will have to 

perform fewer transitions from idle to connected state (100 ms delay) since the scheduler will 

keep a UE in the connected state as long as there is no certain idle time. The periodical beacon 

transmissions from the vehicles participating in a vehicular network will likely keep the UE 

connected to the eNB, but as mentioned before, the transition delay is not taken into account in 

our model, not even for the background traffic [4]. In any case, the effect of the transition delay 

on the system’s performance is negligible, since it only occurs once when the UE  transits to the 

connected state. 

 From the facts presented above, we see that the main advantage of SPS is that it needs 

much less control signaling overhead than the dynamic scheduling and thus more of the 

available resources are used for data transmission, making SPS more efficient in that sense. The 

exact gain of SPS depends on various system parameters and implementation choices, so it is 

hard to define an exact percentage of gain for the simulations. The percentage of resources used 

for control signaling in every scheduling interval depends on many factors, such as the number 

of users using SPS, the number of users using dynamic scheduling, the scheduling interval used 

in SPS, the frequency with which the dynamic scheduler assigns resources, etc. The Cumulative 

Distribution Function (CDF) of the resources used for control signaling per TTI in the LTE UL, 

is another good indication of the advantages gained by SPS. This CDF is shown if Figure 4.5 

below [2]. 

 
 

Figure 4.5: CDF of N
o
 of PRBs used for control signaling per TTI 



 

Modeling and Evaluation of LTE in Intelligent Transportation Systems 

51 

 Figure 4.5 clearly depicts that SPS needs much less resources for control signaling than 

dynamic scheduling. By observing the above graph, we can calculate the ratio of PRBs used for 

control signaling and PRBs used for data transmission in the LTE UL for the two scheduling 

schemes, and compare them in order to calculate the gain that SPS offers in control signaling 

overhead. This estimation shows that SPS uses 20 – 25% of the total control signaling resources 

that dynamic scheduling uses. Further literature research ([1] and [2]) shows that dynamic 

scheduling uses more or less, 16% of the total available resources for control signaling (8 

resource blocks for control signaling from the total of 50 resource blocks per scheduling 

interval). The combination of the two facts presented above, motivates us to model SPS in order 

to use as little as 4% of the available resources for control signaling, which means that the 

remaining 96% will be available for useful data transmission. Recall that we assume 50 resource 

blocks per scheduling interval because we have chosen to implement the LTE standard for the 10 

MHz bandwidth. Should another bandwidth be used, then the number of available PRBs, 

changes accordingly. 

 Although there are more factors affecting the performance of SPS, and therefore the 

control signaling gain, for the purposes of this simulator we have chosen to implement the above 

presented scheme so that the only factor that affects the SPS control signaling gain is the number 

of ITS users in the network. In the case that the ITS users (vehicles) use SPS while the 

background traffic uses dynamic scheduling, the more ITS users there are in the network, the 

more obvious the advantages of SPS will become. That is based on the principal of SPS, that 

there is no need for control signaling for every transmission since the necessary resources have 

already been assigned. On the other hand, the users that use dynamic scheduling need to 

communicate with the eNB every time that they want to transmit in order to get the necessary 

resources. As a consequence, when the number of users in a network that use SPS increases, the 

number of resources that are needed for control signaling decreases (as opposed to the case that 

every user uses dynamic scheduling). In other words, the ratio of ITS traffic vs background 

traffic directly affects the control signaling gain obtained by the use of SPS and translates into 

increased handling capacity. 

 A disadvantage of SPS is the slow adaptivity to the channel changes and the 

environment of the network. While dynamic scheduling occurs on a per millisecond basis and is 

always very well adjusted to the circumstances of the channel, the SPS occurs on a basis of a 

few seconds at a time and the users maintain the same PRBs and transport format throughout this 

period, until they are reassigned new PRBs and transport format by the semi-persistent scheduler. 

In this period of a few seconds, the channel may have changed dramatically, especially in the 

case of environments with severe shadowing or multipath fading, and as a result the resource 

allocation may no longer be appropriate and it can lead to a great number of block errors or a 

waste of resources.  

 The main reason for the beacon losses due to SPS’ bad adaptation to the channel, is the 

fact that at the moment of resource allocation, each node has specific needs in resources in order 

to transmit its beacon, depending on the distance from the eNB and the SINR it experiences. The 

semi-persistent scheduler assigns to each node exactly the number of PRBs it needs at the time. 

But because of the high mobility of the nodes, these needs change very fast. Especially in the 

case that a node moves away from the eNB, it will experience higher path loss, lower SINR and 

lower bit rate than it had at the moment of resource allocation. As a consequence, the PRBs that 

were assigned to this node are no longer enough for it to transmit its beacon and this results, into 

a failed beacon transmission, which will lead to a retransmission (see Section 4.4.3). 
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 This problem can be tackled in two ways. The first one is to define a very small SPS 

period (in the order of 1 sec or even less) so that the changes in the channel during this period 

are not so severe and there is better adaptation to the channel. Of course, such a solution 

drastically decreases the control signaling gain that SPS offers, since its operational time scale 

gets closer to that of the dynamic scheduler’s. Another disadvantage of this solution is that it 

doesn’t entirely solve the channel adaptation problem of SPS, it just reduces its effects. Even 

with SPS periods as small as 0.5 sec, there are still a few beacons lost per user due to bad 

adaptation, which in some cases, such as ITS applications, can lead to degraded performance 

especially if the application has very low tolerance for lost beacons. 

 The other solution to tackle this problem is to accommodate in advance for the changes 

that may take place in the channel. That means that at the time of resource allocation, the semi-

persistent scheduler assigns 1, 2 or even more PRBs to each user, than it actually needs. This 

redundancy in PRBs increases the chances that the users of the network will have enough 

resources to transmit their beacon even if the channel circumstances have changed from the time 

of resource allocation. Of course, as it can be imagined, this solution also means that the total 

capacity of the network is decreased, since the users of the network are assigned more resources 

than they actually need, most of the time. But in systems like ITS, if this redundancy scheme 

makes sure that there are no SPS losses, then it might be worth it. 

 Both of the above presented solutions are supported by our simulator. Unfortunately, 

there is no information about how many extra PRBs per user are necessary or what is the optimal 

SPS scheduling period for ITS applications. So, in order to find out, we will use the simulator 

and test the effects of different PRB allocations per user and different scheduling periods, on the 

performance of the system. From the results obtained from these simulations we will be able to 

decide and justify the most appropriate amount of extra PRBs per user in combination with an 

appropriate SPS period. 

   

 

 

4.4.3 Retransmission Scheme 

 

 A retransmission scheme was implemented in order to simulate the block error rate of 

the network. In ITS, delayed or failed beacons is one of the major concerns which indicates the 

quality of the network. In LTE, packets are never really lost, but they are retransmitted, which 

affects the transmission time and the available resources significantly. That is why, a realistic 

retransmission scheme was necessary in order to make the model more accurate. A literature 

research in [1], [2] and [6] indicated that a retransmission ratio (or packet loss) of 1% for the ITS 

traffic and 10% for the background traffic was very realistic according to the specifications of 

the two applications. There is a trade-off between the packet loss or retransmission ratio and the 

experienced SINR and bit rate of the users. In order to accommodate for the lower loss 

percentage of the ITS users the SINR curve had to be adjusted to this lower loss percentage [1], 

which means that the ITS users will experience lower SINR (and consequently bit rate) but 

fewer losses than background traffic. In our model, after the SINR is calculated as explained in 

Section 4.3, 0.5 dB is subtracted from the SINR in order to accommodate for the lower loss 

(retransmission) ratio and as a consequence, the bit rate of each user is also slightly reduced 

Each time that a retransmission occurs, a retransmission penalty of 8 ms is added to the RTT of 

the beacon and the necessary resources for the retransmission are reserved.  
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4.5 Simulation Environment 

 

 A simulator this complex includes a lot of system parameters. Some of them are 

constants, since their value has been predefined by the standard or for commercial purposes a 

specific value has been agreed upon, and some of them are variables. The variables comprise the 

input of the simulator, as they are the ones to decide which exact scenario is simulated. 

Moreover, they allow for precise control over the simulator, and testing for different outcomes 

depending on the needs of the research. The simulator was designed in such a way so that it 

offers easy access to some of the most important variables. The Graphic User Interface (GUI) of 

the simulator is shown below in Figure 4.6. 

 

 

Figure 4.6: Simulator’s Graphic User Interface 

 

 As we can see, the simulator offers immediate control over the most basic parameters 

such as the number of vehicles in the network, their velocity, the scheduling scheme used, etc., 

while there are a lot more variables that can be adjusted in the simulator’s code. A full list of the 

system parameters is given in Appendix A. 

 The simulation process is organized by an event calendar which contains four distinct 

events and which comprises the heart of the simulator. After the initial situation of the system 

has been defined as described above, the event calendar takes over, and the four events take 

place according to their individual timing and the values of the parameters of the network. These 

four events are: 
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 Road Network Update: Every 100 ms the position and speed of every vehicle in the 

network is being recalculated as well as all the other metrics that depend on them such 

as distance from eNB, path loss, SINR, attainable bit rate etc. 

 

 Background Call Arrival: This event is not periodic, as it depends on the random 

sampling of exponentially distributed inter-arrival times. The average arrival rate of the 

distribution is λ and it is user defined. When this event occurs, all of the necessary 

metrics are calculated (SINR, path loss, bit rate, etc.) and a new entry is made in the 

system buffer, awaiting for the assignment or resources for transmission. 

 

 ITS Beacon Generation: The periodicity of this event is also a system variable and is 

the same for every vehicle. The exact timing of beacon generation though, is different 

for every vehicle and depends on the initial random assignment. The most common 

values for beaconing frequency are 10 or 20 Hz. When this event occurs, the beacon 

enters the system buffer and awaits transmission and also at that moment it is sampled 

whether a retransmission will be needed for that specific beacon. 

 

 Scheduling & Transmission: This event occurs every 1 ms in the dynamic scheduling 

case while its periodicity in the SPS case is a system variable. When this event occurs 

all the beacons and background data calls in the system buffer are scheduled for 

transmission and the available resources are shared among them according to the 

scheduling scheme used. When the scheduling is done, the users with resources 

assigned to them, transmit their data and the output measures are calculated (delay, 

block error rate, throughput etc.). 

 

 The reader should keep in mind, that because of the necessary simplifications that were 

made to the model and the aspects of the system that were not implemented at all (see Sections 

4.1 – 4.4), the following results constitute an approximate evaluation of the system’s 

performance. That means that, even though the results of the simulator are realistic, the actual 

performance of a real LTE network within the context of ITS, will be a little bit different but 

always within the same order of magnitude of the presented results. 
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5  
Simulation Results & Analysis 
 

 

 In this chapter, we gather, analyze and compare the results of the simulations, in order to 

draw some useful conclusions about the use of LTE in ITS. Because of the extended number of 

simulation runs, the volume of the produced results was quite big, and so it would be confusing 

to present all the results tables and graphs in this chapter. That is why, only the most important 

results and graphs are presented in this chapter, but a full list of the results and graphs that were 

produced during the simulation runs, are presented in Appendix B. In Section 5.1 the 

experimental setup used for the measurements is presented as well as the performance metrics 

that were outputted by the simulator while in Section 5.2 the performance of LTE is evaluated in 

terms of beacon delay and system capacity. In Section 5.3 the behavior of the system to the 

variation of the network’s parameters is examined and in Section 5.4 the performance of LTE 

under different scheduling schemes is evaluated. Finally, in Section 5.5 the performance of LTE 

in the context of ITS is compared to the performance of 802.11p and the suitability of the two 

standards for vehicular communication is evaluated. 

 

 

 

5.1 Experimental Setup 

 

 In order to fully understand the potential and capabilities of the LTE standard,  and to 

get a full image of its performance in ITS applications, the simulation runs were divided into 

three distinct experiments, each one aiming to evaluate a different aspect of the system. The 

three simulation experiments and their goals are presented below. 

 

 

 LTE Performance Evaluation: In this phase of simulation runs, only one scheduling 

scheme is used (Dynamic Scheduling - Fair sharing) and the values of all the variables 

are kept fixed, except for one which is the variable under consideration. In this way we 

will be able to evaluate the performance of LTE from the results that will be produced 

and the exact effect that each variable has on the system will be explored. The variables 

under examination in this phase are: Number of vehicles, average velocity of vehicles, 
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beacon size, beacon frequency, background call size & arrival rate (λ) and cell range. 

At the end of this phase, we should have a pretty good understanding of the performance 

of LTE in ITS scenarios and a good knowledge of its behavior in response to the 

changes of the network’s parameters. 

 

 Scheduling Schemes Evaluation: In this phase of simulation runs, all the values of the 

parameters remain the same throughout the simulation runs, and the three scheduling 

schemes that were described in Section 4.4.2 are used. Also, different simulations will be 

carried out for the case of SPS with different values for the SPS properties (SPS period, 

number of extra PRBs). At the end of this phase, we should have a good understanding 

of the advantages and disadvantages of every scheduling scheme, as well as which 

scheme is more suitable for use in ITS applications. Also, the most suitable values for 

the SPS properties should be found and justified. 

 

 Comparison with 802.11p: The goal of this phase is to carry out simulations under 

similar circumstances and with the same values for the network’s parameters, as the ones 

used to evaluate the performance of 802.11p standard in [13]. In this way the results 

generated by the LTE simulator will be directly comparable with the results obtained in 

[13] and very useful conclusions can be drawn, concerning the relative performance of 

the two standards in ITS applications. 

 

 It must be noted that every single simulation carried out in these three experiments, was 

repeated four times with four different random seeds, and the mean of these four runs was taken 

as the final result of that simulation, in order to enhance statistical accuracy. In order to increase 

our confidence in the measurements, the variance of the separate measurements was calculated 

as well as the 95% confidence interval compared to the average value of the beacon delays and 

background throughput that were measured with different random seeds. Naturally, because of 

the large number of simulation runs, the confidence interval varies a bit between measurements 

for different simulation scenarios, but always remains within satisfying levels. For all the results 

that are shown in this chapter, the 95% confidence interval is smaller than 1% - 5% of the 

displayed mean value. 

 

 

 

5.1.1 Performance metrics 

 

 One of the most important aspects of the simulator’s design is the output that it produces, 

since the output data are the ones that will help us draw the conclusions and understand the 

behavior of the system. This simulator outputs a variety of performance metrics, each one with a 

specific purpose and each one helping us understand a different aspect of the system. The 

different performance metrics are presented below: 
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 End-to-End beacon delay: This is the most important indication of the system’s ability 

to support ITS applications. The delay of each beacon transmitted in the network is 

measured and an average beacon delay per user is calculated as well as the average 

beacon delay for the whole network. 

 

 Percentage of beacons that meet ITS criteria:  The number of beacons that were 

delivered successfully within the ITS timing requirements is measured. Two thresholds 

are taken into account for the different ITS requirements (50 ms and 100 ms) and the 

probability that a beacon will be delivered successfully within those thresholds is 

calculated. By setting this threshold according to the ITS applications requirements, we 

can test which applications can be served by the system with adequate quality. 

 

 Total Load on the network: This performance metric outputs the percentage of the 

network’s available resources that are being used both for data transmission and for 

signaling. By definition, this metric can never have a value above 100%. This metric 

must not be confused with the offered load to the network by the ITS or the 

background traffic which in cases, can be more than 100% of the network’s capacity. 

 

 Control signaling load: This metric measures the percentage of the available resources 

that is being used for control signaling purposes and not for data transmission. 

 

 Cumulative Distribution Function (CDF) of the beacons delay: The CDF of the beacons 

delay is calculated by measuring the transmission time of every single beacon 

transmitted in the network. The number of beacons that experienced the same delay 

is calculated and the CDF is produced. This metric helps us understand the distribution 

and variation of delay between the different beacons. 

 

 Background traffic throughput: The throughput of every background call in the system 

is calculated by dividing the call size with the transmission time of the call. The average 

value of these measurements gives us the average throughput of the background 

traffic. 

 

 Background traffic QoS: In order to have a quality metric regarding the background 

traffic, the number of background calls that experience throughput below a certain 

threshold was measured. These thresholds were chosen to be 1000, 500 and 100 kbps, 

and in that way we can predict the probability of a background call receiving certain 

QoS. This metric in combination with the mean experienced background throughput 

will give us a good impression of the background traffic behavior. 
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 It must be noted that there was no warm up period implemented before the gathering of 

our results. This is due to the small background load implemented in our measurements. Because 

the background load is so small and the number of ITS users per simulation doesn’t change, the 

system buffer is at balance right from the beginning of the simulation. At any point in time, there 

is at most 1 background call in the buffer, being served, and the number of ITS users being 

served is constant.  

 

 

5.2 LTE Performance in ITS 

 

 In this section we will attempt to establish whether the LTE performance is satisfactory 

for ITS applications. In other words, we will discover if LTE can meet the strict ITS 

requirements that have been put forth, while at the same time maintaining an acceptable level of 

Quality of Service for the regular LTE users (background traffic). The parameters values that are 

shown in Table 5.1, were used throughout the simulations presented in this section, unless 

specifically mentioned otherwise. 

 

Parameter Value Parameter Value 

N
o
 of lanes 4 Beaconing frequency  10 Hz 

Road-length  2000 m Beacon size  100 Bytes 

Cell radius  1000 m Average Speed  30 m/s 

Height of eNB  30 m Speed fluctuation  6 m/s 

N
o
 of Bck Calls arrived  3600 Simulated time  1800 sec 

Bck call arrival (λ) 2 / sec Avg Bck call size 800 kbits 

 
Table 5.1: Parameter values for LTE performance evaluation 

 

 

 

 

5.2.1 Beacon Delay & Capacity 

 

 As mentioned before, ITS applications are time critical applications and that is why the 

most important performance measure concerning the ITS applications is the End-to-End beacon 

delay. For most ITS applications the time boundary that the beacon delay has to meet is 

somewhere between 50 and 100 ms (see Section 2.1.3), but there are a couple of very demanding 

applications which need a beacon delay below 50 ms. According to the End to End beacon delay 

that LTE offers, we will be able to determine which applications can be supported by the 

standard. 

 The beacon delay depends on many parameters of the network, but most of them have a 

fixed value when the network is operating. The parameter that really affects the beacon delay 

and can change in real time is the network load, which is why it was decided to test the resulting 

beacon delays against different offered loads to the network. In that way, the capacity of the 

network is also tested. The easiest way to modify the network load is by modifying the number 
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of users that are being served by the network. During the simulations phase, a number of 

simulation runs were carried out for different numbers of ITS users and the mean beacon delay 

of the vehicles was measured. The scheduling scheme used in this experiment is Dynamic 

scheduling with the same priority for both ITS and background traffic, meaning that all the users 

of the system are served in a round robin manner, and the results are presented in Table 5.2 

below.  

 

 

N
o
 of vehicles in 

the network 

Load on the 

network 

Mean Beacon 

Delay (ms) 

Probability 

Tbeacon > 50 ms 

Probability 

Tbeacon > 100 ms 

40 35% 18.4 0 0 

120 42% 18.4 0 0 

240 53% 18.3 0 0 

360 62% 18.4 0 0 

480 72% 18.4 0 0 

600 83% 18.5 0 0 

720 92% 19 0 0 

768 97% 47 0.149 0.005 

 
Table 5.2: LTE measurements for Beaconing Frequency = 10 Hz 

 

 

 

 In order to be able to fully appreciate the transition of the beacon delays in relevance to 

the network load and the change in the rest of the metrics it is useful to create graphs based on 

the above results. Figure 5.1 below depicts the mean beacon delay experienced by the vehicles 

in the network, while Figure 5.2 depicts the probability that a beacon will be delayed more than 

50 or 100 ms respectively. Finally, Figure 5.3 depicts the total load on the network in relevance 

to the number of ITS users (vehicles). 

 

 

 
 

Figure 5.1: Mean beacon Delay vs N
o
 of ITS users in the network 
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Figure 5.2: Probability that the experienced beacon delay will be higher than X ms 

 

 

 

 
Figure 5.3: Total network load vs N

o
 of ITS users in the network 

 

 

 As we can see from the graphs above, the beacon delay offered by LTE is for the most 

part, well below the ITS imposed upper bounds. Under normal load conditions, the beacon delay 

is around 18 ms and it increases slightly as the load imposed on the network, increases. Even 

with a load as high as 95%, the beacon delay doesn’t surpass 21 ms, but for any further increase 

of the load beyond 95% we observe that the performance of LTE degrades significantly, the 

beacon delay becomes very high and some of the beacons start to experience delays larger than 

the  ITS application requirements. The above observations, mean, that LTE can easily serve ITS 

applications until its limit for capacity is reached. As the load of the network gets close to 100%, 

the performance of LTE degrades abruptly and can no longer serve the ITS applications. That 

happens, simply because there are no more resources in the 10 MHz bandwidth, to serve the 

increasing number of users. 

 Apart from the mean beacon delay it is important to know if any beacons were over the 

50 or 100 ms boundaries that are defined for ITS applications, because even if the average 

beacon delay is satisfactory, there is always the chance that a few beacons were over these limits, 

which can prove fatal for some ITS applications. From Figure 5.2, we can see that as long as the 

network load is below 92% the probability of a beacon exceeding those limits is zero. After that 

point, with any increase of the offered load, the probability of a delayed beacon increases even if 
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the mean beacon delay is below 50 ms. The closer we get to the capacity limit of the network, 

this probability becomes very significant. These results show that LTE can be very trustworthy 

for beacon delivery within the necessary time limits, as long as the total load imposed on the 

network is not close to the network limit. 

 As far as the capacity of the system is concerned, the conclusions derived from the 

above graphs are very encouraging. The Background load was kept constant throughout these 

simulations at 2 background data calls per second, and a total of 3600 calls were completed 

during each simulation run. By consulting Figure 5.3, we observe that the background load on 

the network amounts for about 32% of the total load (theoretical point on the Y axis when N
o
 of 

vehicles is zero) and it remains fixed at amount throughout the simulation runs. From that point 

on, the total load increases only with the increase of the ITS load (number of vehicles) and it is 

almost linear with the number of ITS users in the network. We observe that when the number of 

ITS users is significantly large, the ITS load amounts for the majority of the total load offered to 

the network. By taking into account Figures 5.1 and 5.2, we can conclude that LTE can serve in 

a satisfactory way, close to 700 ITS users while at the same time it also serves the background 

traffic. For more users than that, the strict ITS requirements can no longer be fulfilled, but this 

number of ITS users is already very satisfactory. The effects of the increasing number of ITS 

users on the QoS of the background traffic will be examined in the next sub-section. 

 Due to the fact that some ITS applications, demand an increased beaconing frequency of  

f = 20 Hz, it was deemed necessary to repeat the same simulations and find the beacon delays 

and the capacity of the system for the case of 20 Hz. All of the other parameters have the same 

values as before. The results of these simulation runs are presented below in Table 5.3. 

 

 

N
o
 of vehicles in 

the network 

Load on the 

network 

Mean Beacon 

Delay (ms) 

Mean Background 

Throughput (kbps) 

40 38,41% 18.3636 4078 

80 45,73% 18.3349 3592 

160 60,12% 18.4643 2670 

240 73,95% 18.403 1803 

320 87,18% 18.7946 974 

360 94,04% 19.7652 523 

384 98,05% 23.2538 102 

 

Table 5.3: LTE measurements for beaconing Frequency = 20 Hz 

 

 

 

 In order to draw some useful conclusions from the above results and to be able to 

compare them with the results from the 10 Hz beaconing frequency case, the two set of results 

were plotted together in the graphs that are shown below. Figure 5.4 depicts the mean beacon 

delay experienced in the network for the two cases of beaconing frequency, while Figure 5.5 

depicts the probability of a beacon exceeding the 50 and 100 ms time thresholds in the two cases. 
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Figure 5.4: Comparison of mean beacon delays  

 

 

 
 

Figure 5.5: Comparison of probability of beacon delay > X ms   

 

 

 
 By observing the graphs that are presented above, we see that the behavior of the system 

is similar in both cases, but its capacity, in terms of number of vehicles supported, has 

significantly reduced in the case of the 20 Hz beaconing frequency. It is clearly shown that the 

network reaches its limits for a much smaller number of ITS users. This is of course very logical, 

since in the case of    f = 20 Hz, each vehicle sends out double the amount of information that it 

did in the case of f= 10 Hz and since the ITS load is almost linear with the total load and 

capacity of the network, for a large number of ITS users, the capacity of the network is almost 

halved, as was expected. So, in the case of f = 20 Hz, about 350 ITS users can be served 

satisfactory by the LTE network. 
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 As far as the beacon delay is concerned, we see that it follows a similar behavior. As 

long as the network is not overloaded and operates below 94% of its capacity, the delays that are 

experienced in the network are in the order of 19 to 20 ms, which is a very satisfactory 

performance. When the number of users in the network (or the network load) becomes too big, 

then the performance of LTE drops quickly and the majority of the beacons no longer meet the 

strict ITS timing requirements. 

 In order to obtain a full understanding of the performance of LTE in ITS scenarios, 

especially when it comes to the beacon delays, it would be very useful to have more data about 

the beacons except for the mean beacon delay and the percentage of failed beacons (failed in 

terms of meeting the ITS requirements). That is why, after every simulation run the Cumulative 

Distribution Function (CDF) of the beacons delay was calculated. By examining the CDF along 

with the rest of the results, we will have a full image about the way that the beacons are 

distributed in the time domain and we will be able to determine whether the system can support 

specific ITS applications. Figure 5.6 below, shows the CDFs of the beacon delays for the 10 and 

20 Hz beaconing frequency cases and for an ITS load of 360 vehicles. 

 

 

a) f = 10 Hz (360 vehicles) 

 

 

 

b) f = 20 Hz (360 vehicles) 

 
Figure 5.6: Beacon Delay CDF  for a) f = 10 Hz and b) f = 20 Hz 
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 Figure 5.6 above, confirms the previously made conclusions about the behavior of the 

system. It is clearly shown that in the case of f= 10 Hz the system can handle the ITS users much 

easier since almost all of the beacons are delivered within less than 19 ms, while in the case of 

f= 20 Hz, the increased load on the network causes some beacons to experience larger delays, 

but even so, all of the beacons experience a delay less than 27 ms which is well within the 

requirements of ITS. What is interesting to note is that no matter how little the load on the 

network is, no vehicle will ever experience a beacon delay less than 18 ms (see Figure 5.1). This 

is due to the transmission path that every beacon has to travel from the transmitter to the eNB 

and from there to the receiver (see Section 4.1.1). The UL transmission delay, the DL 

transmission delay, the core network delay, the processing delay etc. can never add up to less 

than a specific lower bound, which in this case is 18 ms, even if all the resources of the network 

are available. 

 

 

 

5.2.2 Background Traffic Performance 

 

 

 In the previous section, we investigated the effect of the increase of ITS users on the 

latency of the ITS beacons and the total load on the network. Apart from that, it is very useful to 

examine the effect of the ITS users on the service of the background traffic, since this is also a 

very important aspect of the system. Even if the system meets the ITS requirements for the 

beacon delays, if it cannot support the background traffic at the same time, then its performance 

is not satisfactory and the ITS applications will not be supported by LTE. From the same 

simulations that were carried out in Section 5.2.1, we get the results that are shown in the 

following graphs for the case of f = 10 Hz. Figure 5.7 shows the mean throughput of the 

background data calls versus the number of ITS users in the network, while Figure 5.8 shows 

the percentage of the arrived background calls that were served (and completed). Finally, in 

order to have a qualitative estimation of the background traffic, the probability of a background 

call being served with a throughput less than 100, 500 and 1000 kbps is shown in Figure 5.9. 

 

 

 
 

Figure 5.7: Mean Throughput of background traffic for f = 10 Hz 
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Figure 5.8: Percentage of served background traffic for f = 10 Hz 

 

 

 

 
 

Figure 5.9: Probability of a background call Throughput < X kbps for f = 10 Hz 

 

 

 

 By observing the above graphs, we can see that as the number of the ITS users in the 

network increases (as does the load), the mean throughput of the background traffic drops 

significantly. Of course this was to be expected, since the increasing amount of ITS traffic, 

claims more resources from the network, and so, there are not enough resources to serve the 

background traffic. Additionally, we see that the background traffic service ratio does not drop 

significantly even for network loads higher than 90%. Figure 5.8 can be misleading in that way, 

and can drive someone to the wrong conclusion, that even if the network is close to full capacity 

more than 97% of the background traffic will be served. This result has to do with the simulation 

parameters that were chosen. Because the average background data call that is being simulated 

has a size of around 800 kbits, which is the size of an average data call, the network can serve 

those calls very quickly because of LTE’s high data rate. The average duration of such a call, 

under normal circumstances, is around 2 to 3 sec. In the case that the network is close to its full 

capacity, the call duration increases because of the reduced available resources, and reaches 

durations around 6 to 8 sec. But even so, the background call is completed because of the much 
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longer simulation time which is 1800 sec. This fact, in combination with the fact that a very 

large number of background calls are simulated (around 3600), results in most of the calls being 

completed, except from the ones that arrived in the system a few seconds before the end of the 

simulation. That is why the percentage of served background calls is so high, even for an 

overloaded network. 

 A more representative graph about the background traffic, which will help us understand 

the system’s behavior, is shown in Figure 5.9. In that graph, we can see that the probability of a 

background call experiencing reduced Quality of Service (throughput), increases drastically with 

the increasing number of ITS users. This graph is very useful, because most of the applications 

used on a cellular network, have certain QoS requirements that have to be met at all times. 

Nevertheless, we can see that LTE’s performance is still very satisfactory and it can 

accommodate for around 400 ITS users, while at the same time making sure that almost all the 

background data calls experience more than 1000 kbps of throughput.  

 It was not deemed necessary to also present the results for the f = 20 Hz case, since the 

behavior of the system is the same and the difference is the same as in the previous sub-section. 

That means that the curves on the graphs are similar, but the capacity of the system has been 

halved, thus accommodating for around 200 ITS users while ensuring a minimum throughput of 

1000 kbps for the background traffic. The results for this case are given in Appendix B, along 

with the results from all the simulation runs that were carried out. 

 

 

 

 

Impact of varying background traffic 

 

 Apart from the above simulations, the behavior of the system was tested for an increased 

background traffic load (increased background call arrival rate and/or increased background call 

size). In this series of simulations the ITS load was kept fixed (360 ITS users, 10 Hz beaconing 

frequency, 100 Bytes beacon size) and the background load was varied in order to establish the 

service that ITS and background traffic receive in that case. Figure 5.10 shows the experienced 

mean beacon delay in the system and Figure 5.11 shows the probability of a beacon exceeding 

the 50 and 100 ms thresholds. As far as the background traffic is concerned, Figure 5.12 shows 

the mean throughput experienced and Figure 5.13 depicts the probability of a background call 

experiencing throughput less than 100, 500 and 1000 kbps respectively. 
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Figure 5.10: Mean beacon delay vs background load 

 

 

Figure 5.11: Probability that the experienced beacon delay will be higher than X ms 

 

 

 

Figure 5.12: Mean background throughput vs background offered load 
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Figure 5.13: Probability of a background call Throughput < X kbps 

 

 

 From Figures 5.10 and 5.11 we observe that the behavior of the system is similar with 

the previous cases. LTE maintains a steady and satisfactory performance (beacon delays below 

20 ms and zero probability of failed beacons) for the ITS users, up until a certain point, where its 

performance degrades abruptly (the results in Figure 5.10 are presented on a logarithmic scale). 

This point is always the network’s capacity limit and in this case it is reached when the 

background offered load is around 5000 kbps. Beyond this point the beacon delay and the failure 

probability reach very high values and the ITS requirements are not met anymore. The analytical 

results for this experiment are presented in Appendix B. 

 From Figures 5.12 and 5.13, we see that the throughput and QoS that the background 

users experience drop fast with the increase of the offered background load. That was of course 

expected since after a certain point the available resources are no longer sufficient to serve all 

the background users with the appropriate quality. We can observe that after the offered 

background load has surpassed the 3000 kbps, the experience throughput drops extremely fast 

and the probability that a call will not receive sufficient throughput to accommodate for its QoS 

needs are increased drastically. 

 By studying the results and graphs that were presented in this section, we can calculate 

the ideal values for the network’s parameters in order to get a satisfactory performance, 

depending on the focus of our network. Depending on the number of ITS users and background 

users in the network, we have a pretty clear image of the network’s performance and behavior 

and its capacity limits which shouldn’t be exceeded. 
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5.3 Parameters Impact on the System 

 

 

 In this section, we will evaluate the effect that the various network parameters have, on 

the network’s performance. By keeping the values of all the parameters in the network fixed, and 

by varying only the value of the parameter under investigation, we can see how the network 

“reacts” to the change of every variable. The results of this series of simulations, will also prove 

helpful to determine the optimal values for the network’s parameters, depending on the 

environment circumstances and the desired focus of the network (focus on ITS or background 

traffic). This section doesn’t focus on the absolute performance of the system (beacon delays, 

capacity in terms of number of supported users) but rather on the relative impact that the 

variation of a parameter has, on the system’s performance, as it was measured in Section 5.2. 

 

 

 

5.3.1 Beaconing Load 

 

 Beaconing load refers to the combination of the beaconing frequency and the beacon 

size that is being used for the ITS applications. The beaconing load is actually the product of the 

beaconing frequency and the beacon size and it gives us the amount of data that an ITS user 

transmits into the network per second. Taking that into account, we arrive at the conclusion that 

these two parameters affect the network in the same way, since for instance, the doubling of the 

beaconing frequency or the doubling of the beacon size, both result in the doubling of the ITS 

load. Because of this similarity, the effect that these two parameters have on the network is 

identical and for that reason only one of them will be examined in this sub-section, but the 

results and conclusions that will be drawn are the same for the other one. Here, we will examine 

the effect of the beacon size, but the results for the beaconing frequency can be found in 

Appendix B with the rest of the simulation results.  

 For the previous simulations we have used a fixed value for the beacon size of 100 

Bytes. In order to establish the behavior of LTE when the beaconing load changes, we varied the 

beacon size and the results of the simulations are presented in Table 5.4. The probability that the 

beacon delay will be higher than 50 and 100 ms is plotted against the beacon size in Figure 5.14 

and the probability of the background throughput being less than specific thresholds, is shown in 

Figure 5.15. 

 

Beacon Size 

(Bytes) 

Beaconing load / 

user (Bytes/s) 

Load on the 

network 

Mean Beacon 

Delay (ms) 

Mean background 

Throughput (kbps) 

50 1000 55.50% 16.7583 3012 

100 2000 73.95% 18.4031 1803 

150 3000 93.72% 20.9301 526 

160 3200 96.67% 31.207 226 

170 3400 99.20% 24884 44 

Table 5.4: Simulation results for various beacon sizes 
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Figure 5.14: Probability that the experienced beacon delay will be higher than X ms 

 

 

Figure 5.15: Probability of a background call Throughput < X kbps 

 

 From the results and graphs that are presented above, we can see that the beaconing load 

plays a very important role in the performance of the whole system. That can be justified by the 

fact that even a slight increase of the beacon size (or the beaconing frequency) leads to a 

significant increase of the total ITS load offered to the network, since the increased beaconing 

load is used by all the vehicles in the network. We can see that for a beaconing frequency of f = 

20 Hz (which is the case simulated here) a beacon size greater than 120 Bytes, leads to 

significant decrease in the background experienced throughput and hence to a severe degradation 

of the QoS for the background traffic. Moreover, an increase of the beacon size beyond 160 

Bytes, leads to extremely high beacon delays and an increased probability of failed beacons (see 

Table 5.4), which means that the ITS requirements can no longer be met. Thankfully, a beacon 

size of 100 Bytes is sufficient for the vast majority of the ITS applications, and even if it’s not, 

most ITS applications use a much lower beaconing frequency (usually 10 Hz) which would 

allow an increase to the beacon size without significantly degrading the performance of LTE.  
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5.3.2 Vehicle Velocity 

 

 As we mentioned in Section 2.3.4, the mobility of the nodes is an important factor in the 

LTE network. The high mobility that characterizes ITS networks was taken into account in our 

model by adjusting the throughput of the mobile users to their speed, according to the curves of 

Figure 2.8 (see Section 4.4 – equation 7). The higher the velocity of a vehicle, the less bit rate it 

will be able to support, thus the experienced throughput will be decreased. It must be noted that 

the throughput that is reduced due to the velocity of the vehicles, is the throughput of the ITS 

users and not the background throughput, which has been used as a performance metric in this 

thesis. In this sub-section we will find out, the degree to which the high mobility of the nodes, 

affects the performance of the LTE network, by simulating under different vehicle velocities. 

The simulations were carried out for 240 ITS users (vehicles) in the network with a beaconing 

frequency of f = 20 Hz. Figure 5.16 depicts the mean beacon delay experienced by the ITS users 

for different average velocities and Figure 5.17 shows the effect of the average vehicle velocity 

on the background throughput (attention: not the ITS throughput which we actually reduce 

ourselves due to increasing velocity) 

 

 

Figure 5.16: Mean beacon delay vs vehicle velocity 

 

 

Figure 5.17: Mean background Throughput vs vehicle velocity 
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 From the simulation results and the graphs that are presented above, we can immediately 

observe that the velocity of the vehicles, doesn’t affect the performance of the LTE network as 

much as the other parameters do. The beacon delay of the ITS users is virtually unchanged, no 

matter the speed of the vehicles. That happens because, even though there is a decrease in the 

throughput of the ITS users due to the increased speed, that throughput is still more than enough 

to transmit their small sized beacons within the necessary time limits. The effect of the vehicles 

velocity has already been accounted for in our model, as explained in Section 4.4. The decrease 

in ITS throughput, would normally mean that the users would need more resources assigned to 

them in order to successfully transmit their beacon, but thanks to the innovative design of LTE, 

the decrease in throughput is very small, so there is no need for extra resources in order to 

transmit small packets like the ITS beacons. This is also obvious by the fact that the network 

load has remained almost unchanged throughout these simulation runs. 

 Figure 5.17 depicts the throughput of the background traffic and not the throughput of 

the ITS traffic (which is actually reduced). The background traffic is assumed to have very low 

mobility (pedestrians – up to 3 km/h) which is why there are no significant variations to it, 

throughout this simulation series. Perhaps, the effect of the vehicle’s speed will become more 

apparent in an overloaded network where every single resource counts, but for a normal network 

load (which was simulated here), the effect of the speed is negligible. It must be noted, that in 

reality the vehicle velocity is expected to have a greater effect than this, on the performance of 

LTE, but it is not obvious from our results due to the simplifications that were made in our 

model (See Chapter 4). 

 

  

 

 

 

5.3.3 Cell Radius 

 

 One very important parameter for the performance and efficiency of the network is the 

dimension of the LTE cell. Usually different cell sizes are used depending on the environment, 

the population, the structures and the QoS necessary in a specific area. For the ITS network, 

especially the rural environment case that we are examining, it is very important to find the ideal 

cell size, so as to accommodate as many users as possible while at the same time making sure 

that everyone meets their QoS requirements. Moreover, depending on the environment, an 

optimal cell size is very important for technical and financial reasons, since depending on the 

cell size, more or less cells are needed to cover the same geographical area, and more or less 

handovers have to be performed. In order to find an optimal cell size for our simulation scenario, 

a series of simulation runs were carried out, simulating different cell sizes (variation of the cell 

radius). During those simulations, the offered ITS load to the network remained the same, by 

maintaining the same number of ITS users and the same beaconing load in the network (480 ITS 

users, f =10 Hz, Size = 100 Bytes) and the offered background load was kept also fixed by 

maintaining the same inter-arrival rate for the background calls (2 calls/sec). Table 5.6 presents 

the results of the simulation runs, which are also depicted in the following figures. Figure 5.18 

shows the probability that a beacon will take more than 50 or 100 ms to be delivered and Figure 

5.19 shows the probability that a background call will experience throughput less than 100, 500 

and 1000 kbps respectively. 
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Cell Radius (m) Network Resources 

Used 

Mean Beacon 

Delay (ms) 

Mean background 

Throughput (kbps) 

500 60,73% 17,4788 3352 

1000 72,54% 18,4594 1920 

1500 84,65% 19,473 987 

2000 87,11% 23,6284 278 

2225 99,11% 2585 20 

Table 5.5: Simulation results for various LTE cell sizes 

 

 

 

Figure 5.18: Probability that the experienced beacon delay will be higher than X ms 

 

 

Figure 5.19: Probability of a background call Throughput < X kbps 
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 As we can see from the results and the graphs that are presented above, the variation of 

the cell size has a significant impact on the performance and behavior of the LTE network. As 

the cell radius becomes larger than 2000 m (cell diameter of 4 km) the load on the network 

reaches its full capacity, and the ITS users can no longer be successfully served, since the beacon 

delay and the beacon failures (number of beacons over the 50 and 100 ms time threshold) 

become extremely large. The effect that the variation of the cell radius has on the background 

traffic is more or less the same. As the cell radius increases, the throughput experienced by the 

background users decreases drastically, and especially after the 2000 m mark, the service 

provided is unacceptable, since almost all of the background calls, experience extremely low 

throughput. 

 The above behavior of the LTE network can be explained by considering the role that 

the distance between eNB and UE, plays in a cellular network. As the cell radius increases, the 

average distance of the vehicles from the eNB increases accordingly. That means that the 

vehicles experience much greater path loss, which leads to decreased SINR and consequently to 

a decreased bit-rate. A decreased bit-rate means that a user can send a decreased amount of 

information per time unit, or that in order to send the same amount of information it will need 

more resources. As the bit-rate of the ITS users gets extremely low due to the increased distance 

from the eNB, they need more and more resources in order to transmit their beacons. When that 

happens, the limited amount of available resources leads to extremely high beacon delays and 

consequently beacon failures, and since the background users compete for the same resources 

with the ITS users, it leads to significantly reduced throughput for the background users, since 

there are no available resources. The need for more resources by the users as the cell radius 

increases also means that the capacity of the system decreases and can accommodate for a 

reduced number of users, since the increased need for resources from users far away from the 

eNB, leads to shortage of available resources. 

 

 

 

 

 

5.4 Scheduling Schemes Performance 

 

 As mentioned before, there are a number of different scheduling schemes and a number 

of different ways to combine them. The three combinations of scheduling schemes that were 

implemented in our simulator were mentioned in Section 4.4.2, and in this section the 

performance and behavior of these scheduling schemes will be evaluated. Through this 

examination of the different scheduling schemes, we hope to find which one is more suited for 

use in ITS networks by offering the best possible service to the ITS users, while at the same time 

maintains a satisfactory performance for the background traffic. Before, evaluating the 

performance of the schemes, the details for the implementation of SPS must be set and 

particularly the values of the properties that will help us tackle the problem of failed beacons due 

to the bad adaptation to the channel of SPS, as described in Section 4.4.2. In the following sub-

sections, the optimal values for the properties of the Semi-Persistent Scheduling will be decided 

and its performance with these values will be evaluated and compared to the other scheduling 

schemes. 
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 5.4.1 SPS Properties 

 

 In order to tackle the SPS losses problem we have to find the appropriate values for the 

SPS resource assignment period and the redundancy of the PRBs assigned to the users. The trade 

off of the SPS period is that if it is too small then the advantages of SPS in control signaling will 

not be apparent and if it is too big then there will be a lot of failed beacons because of the slow 

adaptation of the scheduling scheme to the channel. At the same time, if the redundancy used is 

too large, then the capacity of the system will be significantly reduced and the number of ITS 

users that will be able to be served will be also reduced. In order to find the most appropriate 

values that will lead to the most efficient use of the SPS scheme a series of simulation runs were 

carried out for different values of the SPS period and extra PRBs. The results are presented in 

Table 5.6, while Figure 5.20 depicts the percentage of lost beacons per ITS user (lost in the 

sense that there were not enough PRBs assigned to the user due to bad adaptation to the channel 

of SPS) in relation to the SPS period and the amount of extra PRBs used and Figure 5.21 shows 

the percentage of the system’s resources that are being used for different amounts of extra PRBs. 

 

 

 Extra PRBs = 0 Extra PRBs = 1 Extra PRBs = 2 

SPS Period 

(sec) 

Avg Lost 

Beacons/vehicle 

Total 

Load  

Avg Lost 

Beacons/vehicle 

Total 

Load  

Avg Lost 

Beacons/vehicle 

Total 

Load 

1 1.38% 58.82% 0.00% 66.03% 0.00% 71.23% 

5 6.34% 58.63% 0.00% 65.87% 0.00% 71.33% 

10 11.69% 58.92% 0.006% 65.98% 0.00% 71.27% 

20 20.90% 58.33% 0.92% 65.56% 0.0018% 70.95% 

30 27.24% 58.62% 3.62% 66.10% 0.0669% 71.15% 

Table 5.6: Simulation results for different SPS properties 

 

 

Figure 5.20: Average failed beacons per ITS user vs SPS period & redundancy 
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Figure 5.21: Used system’s resources (Load) vs extra PRB allocation 

 

 

 From the results and graphs that are presented above, a lot of important conclusions can 

be drawn about the function of SPS. From Figure 5.20, we can see that if no redundancy is used 

during the resource allocation process, the percentage of beacons that are lost (not enough 

resources to be transmitted) is quite large. Even for a very small SPS period of 1 sec, a few 

beacons are lost, which would result in a failed ITS application, since there is very little 

tolerance for losses in ITS. This fact alone, stresses the need for some measures in order to avoid 

the failure of beacons. By assigning 1 extra PRB per user, we see that the performance of the 

system improves significantly, since there are almost no failed beacons even for a SPS period of 

10 sec. By assigning 2 extra PRBs per user, the performance improves even further and there are 

no lost beacons even for very large SPS periods such as 20 sec, but of course that comes at the 

price of increased load imposed on the network, as is shown in Figure 5.21. From this figure we 

can observe that for every extra PRB that is assigned to the ITS users, there is an increase of 6% 

to 7% of the network load, which means that more resources are needed to transmit the same 

amount of beacons and hence, the capacity of the system drops, since less users can be 

accommodated by the network. 

 The increase of the network load seems to have a proportional relationship with the 

number of PRBs assigned to each user for its beacon. We can verify the above results by 

calculating the exact load imposed on the network. As mentioned in Section 5.2.1, the 

background load is fixed and amounts for about 32% of the total load imposed on the network 

(32% of the available resources are needed to accommodate the background traffic). So the 

variation in the total load, originates only from the variation in the ITS load, which is easily 

calculated. The average assignment of PRBs per user for a single beacon, in the case that no 

extra PRBs are assigned, is 3.5 PRBs/beacon. Taking into account the number of ITS users in 

the network (360 vehicles), the beaconing frequency (10 Hz) and the total available resources of 

the network (50 PRBs every millisecond) we come to the conclusion that the ITS load imposed 

on the network for the case of 0 extra PRBs is: 

 

 

 ITS load = (3.5*10*360) / (50*1000) = 25.2%   (0 Extra PRBs) 
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 In the case that 1 extra PRB is assigned to every user, the average PRB assignment per 

user also increases by 1 and becomes 4.5 PRBs/beacon, while in the case of 2 extra PRBs per 

beacon, the average PRB assignment becomes 5.5 PRBs/beacon, as expected. With these data 

we can calculate the ITS load for the case of 1 and 2 extra PRBs: 

 

 ITS load = (4.5*10*360) / (50*1000) = 32.4%   (1 Extra PRB) 

 

 

 ITS load = (5.5*10*360) / (50*1000) = 39.6%   (2 Extra PRBs) 

 

 

 From the above calculations, we can see that our experimental results are verified, since 

for every increase of the PRB assignment by 1 PRB per beacon the ITS load on the network 

increases by 7.2%. The background load remains fixed around 32% of the total load but small 

fluctuations can be observed by the fact that the background call size and location, are selected 

randomly (see Section 4.2.3) which affects their bit rate and their experienced throughput. As a 

consequence, the total load on the network, experiences a variation very close to that of the ITS 

load, namely 7.2%, which validates the results of our simulator. 

 By taking all of the above results into account, we see that by assigning 1 extra PRB to 

each ITS user, we might “loose” 7.2% of the system’s resources but the impressive decrease of 

the lost beacons makes it worth the while. On the other hand, a further increase of the 

redundancy, leads to an additional 7.2% loss of resources, but the performance improvement is 

not so significant anymore. Moreover, the “2 extra PRBs” solutions, presents its advantages 

mostly for very high SPS period values (> 10 sec), which are not needed or used frequently in 

such applications. By taking into account the above results, we reached the decision that a SPS 

period of 10 sec and a redundancy of 1 extra PRB per user, should be used to evaluate and 

compare the performance of SPS in the next set of simulation runs. In that way, we will be able 

to profit from SPS’s advantages, without compromising too much, of the system’s capacity. 

 

 

 

5.4.2 Scheduling Schemes Comparison 

 

 In order to be able to compare how the different scheduling schemes perform, we have 

to test them under the same network conditions. In that way, by comparing the beacon delay, the 

network load and the background traffic throughput, we will be able to determine which one of 

the scheduling schemes is more suitable for ITS applications. The experimental setup was 

chosen to be the same as the one used for the original LTE performance assessment in Section 

5.1.1 and the same setup was repeated for every scheduling scheme separately. The analytical 

output of the simulator is not presented here because of the large volume of the outputted results, 

but it is given in Appendix B. Figure 5.22 below, shows the mean beacon delay that ITS users 

experience for each one of the scheduling schemes. 
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Figure 5.22: Mean Beacon Delay for different scheduling schemes 

 

 

 From the graph that is presented above it becomes clear that SPS behaves in a totally 

different way than the dynamic scheduling schemes. As long as the number of ITS users in the 

network is not overwhelming (overloaded network) the two dynamic scheduling schemes offer 

beacon delays around 20 ms while the SPS offers delays around 60 ms. That is not because SPS 

doesn’t perform well or because it doesn’t operate efficiently, but it happens because of the way  

SPS is structured to function (see Section 4.4.2). In the ITS case, the beaconing frequency is 20 

Hz (1 beacon per 50 ms), which means that a beacon is generated every 50 ms by each vehicle. 

The Semi-Persistent scheduler is aware of that and makes use of that property. The problem 

arises from the fact that the minimum timing requirement for beacon delivery in ITS is also 50 

ms. The Semi-Persistent scheduler assigns the resources to the users, keeping in mind that it has 

to assign enough resources to each vehicle in order to be able to transmit one beacon every 50 

ms (beaconing frequency). The exact timing of the resources assigned to its user is random, the 

only restriction is, that the time interval from the beacon generation to the time were the user 

gets its resources, must be, under 50 ms. Unfortunately, that means that most of the time this 

time interval is around 35 to 40 ms and that only represents the UL buffering time. By adding 

the rest of the delays that a beacon encounters through a network (UL transmission delay, core 

network delay, DL transmission delay, etc) the End-to-End delay of the beacon adds up to 

around 60 ms, which is also obvious from Figure 5.22. 

 In order to make the SPS mean beacon delay drop below 50 ms, we should instruct the 

Semi-Persistent scheduler to assign resources to ITS users with smaller time intervals (for 

instance every 15 or 20 ms) so that the RTT delay would add up to less than 50 ms. 

Unfortunately, if we do that, each user will have resources for transmitting a beacon every e.g. 

20 ms, but it will only have a beacon to transmit every 50 ms (beaconing frequency), which 

means that a large amount of the available resources would be wasted. It is an unfortunate 

coincidence that both the beaconing frequency and the ITS requirement are 50 ms, for some ITS 

applications. For such applications the SPS would not be an appropriate choice. On the other 

hand, most ITS applications have a timing requirement for beacon delays around 100 ms, which 

can easily be handled with a beaconing intervals of 50 ms. Of course if we use a beaconing 

frequency of 10 Hz (1 beacon per 100 ms) we will end up with the same problem. In order to 

overcome this problem, we have to increase the beaconing frequency a bit, so that the beaconing 

interval is a bit lower than the ITS timing requirement. Of course that will lead to wasting some 

resources, but that is a compromise that we must accept, and which can be balanced out by the 

advantages that SPS offers in terms of control signaling overhead. 
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 As far as the two dynamic cases are concerned, there are no obvious differences in the 

performance when the network operates under a normal load. Since there are enough resources 

for everyone, the priority doesn’t really play an important role, since everyone will be served. By 

consulting the full results table and graphs that are presented in Appendix B, we see that the 

difference is observed when the network’s capacity limit is approached, where there are not 

enough resources to go around for everyone. In the case where the ITS users have priority, they 

are served first and that is why there is room for more ITS users than in the case with no priority. 

But of course, that comes with the price of slowly starving the background traffic from 

resources. 

 Some other interesting measures that we should look at, are the network load and the 

control signaling overhead. These two measures combined will give us an idea about the 

capacity improvement that is achieved with SPS. Figure 5.23 below, depicts the total network 

load for each scheduling scheme and Figure 5.24 shows the control signaling overhead that each 

scheme needs. Figure 5.25 shows the portion of resources that are used for actual data 

transmission (useful resources) and not for control signaling, for each scheme. 

 

 

Figure 5.23: Total network load (data & control signaling) vs N
o
 of ITS users 

 

 

Figure 5.24: Resources used for Control Signaling 
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Figure 5.25: Resources used for data transmission 

 

 By observing Figure 5.23, it seems that all scheduling schemes make more or less the 

same use of the available resources, since the differences between them are insignificant and for 

a specific number of ITS users they appear to use the same amount of resources. By 

investigating Figure 5.24 and 5.25, we see that this is not exactly the case. Even though the two 

dynamic scheduling cases present identical behavior, the SPS case is quite different and offers 

great capacity improvement, especially close to the capacity limit of the network. The fact that 

the amount of resources needed for control signaling decreases with increasing number of ITS 

users was explained in Section 4.4.2. That is also obvious in Figure 5.24 and it was expected, 

since the portion of total users who use SPS in the network, increases and that means that the 

total needs of the network for signaling, decrease significantly. As we can see, in both the 

dynamic cases the control signaling overhead, consumes 16% of the available resources, while in 

the SPS case the amount of resources needed for control signaling can drop as low as 4% of the 

total available resources. This fact, offers a great advantage to the SPS which can be seen in 

Figure 5.25. The resources that would normally be used for control signaling are now used for 

transmitting data, which means that the throughput of the system increases and so does its 

capacity. Since more data per time unit can be send with SPS, more ITS users can be 

accommodated in the network. 

 Before being able to make up our minds about the different scheduling schemes, there is 

one more thing that we must examine, namely, their effect on the background traffic. Figure 

5.26 below, shows the mean throughput experienced by the vehicles in the network for the 

different scheduling schemes. We observe that all three scheduling schemes present the same 

behavior and serve the background traffic in a similar way, but the performance of the SPS is a 

bit better since it offers slightly higher throughputs. This is a direct result of the increased 

capacity offered by SPS. Since some of the available resources that are used for control signaling 

in the dynamic schedulers case, are used for data transmission in SPS, there are more available 

resources after the ITS traffic has been served and thus the experienced throughput of the 

background traffic is slightly higher. The two dynamic scheduling cases, present identical 

performance, since the offered load by the background traffic is quite small, and the background 

data calls are served with the same throughput, irrespectively of the existence of a priority 

scheme or not, due to the small amount of resources needed in order to transmit the relatively 

small sized background data calls (see Section 5.2.2). 
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Figure 5.26: Mean background throughput for the 3 scheduling schemes 

 

 In order to be able to see the difference between the way that the dynamic scheduler 

with priority for ITS and the dynamic scheduler with fair sharing, are serving the background 

traffic we must increase the background offered load. Figure 5.27 below, depicts the mean 

throughput experienced by the background traffic for the case of an increase background call 

inter-arrival rate (λ = 4 data calls per sec). As expected, while the two schedulers offer the same 

throughput to the background traffic in the case of an unloaded network (small number of users), 

when the total load on the network increases (large number of users) the dynamic scheduler with 

priority for ITS traffic, performs worse with respect to the background throughput. This is 

completely justified since the scheduler gives absolute priority to the ITS traffic and only serves 

the background traffic when all of the ITS users have completed their transmissions. When the 

load on the network is high, the effect of the shortage of available resources is only depicted in 

the decreased background traffic throughput. 

 

Figure 5.27: Mean background throughput for λ = 4 data calls / sec 
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5.5 Comparison of LTE & 802.11p 

 

 The results that were presented and analyzed in the previous sections, give us a good 

understanding of LTE’s performance and behavior in an ITS environment. In order to be able to 

determine whether or not there is any future in ITS for the LTE standard, we must compare its 

performance with the performance of the current communication standard that is being used in 

ITS, meaning, the 802.11p standard. In order to be able to perform such a comparison, the two 

standards must be tested under the exact same conditions. The work carried out in [13] provides 

us with many results, about the functionality of 802.11p in an ITS environment. The work 

presented in [13] was carried out by the author of this thesis, in the context of an internship 

project, using the ITS Communication Analyzer (ITSComAn) Simulation tool, provided by 

TNO. At this point, the LTE simulation tool will be used to evaluate LTE’s performance under 

the same conditions as the ones that 802.11p was tested under, and compare the results at the 

end. Two distinct cases were simulated for both standards representing operation under lighter 

(300 ITS users) and heavier load (450 ITS users). The exact simulation parameters and the 

variable values that were used for the evaluation of both protocols, are shown below in Table 

5.7. 

 

Parameter Value Parameter Value 

N
o
 of lanes 3 Beaconing frequency  10 Hz 

Road-length  1000 m Beacon size  100 Bytes 

N
o
 of vehicles/lane/km 100 / 150 Average Speed  30 m/s 

Height of eNB  30 m (LTE) Speed fluctuation  6 m/s 

Transmit Frequency 

(MHz) 
900(LTE) / 5890(11p) 

UE transmit power 

(dBm) 
23 (LTE) / 20 (11p) 

Contention Window 

(slots) 
1023 (802.11p) Modulation scheme QPSK (802.11p) 

 

Table 5.7: Simulation Parameters for LTE & 802.11p comparison 

 

 

 The output of the ITSComAn simulator for the 802.11p case, consists of three graphs 

which are shown below, for the two cases of network load that were simulated. Figure 5.28 

depicts the output of the ITSComAn simulator for the case of the lighter load (300 ITS users). 

That output consists of the mean beacon delay experienced by each vehicle separately (each 

vehicle has its own ID number), the mean beacon drop rate experienced by each vehicle and the 

average Frame Delivery Ratio (FDR) in relevance to the distance between sender and receiver. 

Figure 5.29, depicts exactly the same graphs, only for the case of the heavier simulated load 

(450 ITS users). 
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        Figure 5.28: Simulation results for 802.11p for a light load (300 ITS users) 

 

 The yellow line of the delay graph represents the maximum total delay of a beacon from 

the time it is generated at the transmitter side until the time it is delivered to the receiver, while 

the green line represents the average total beacon delay that each vehicle experiences. The blue 

line represents the average contention delay experienced by the vehicle, meaning the time from 

the beacon generation until the user gets access to the channel by competing with the rest of the 

users (wireless Ad-hoc network property). In the drop ratio and FDR graph the red line 

represents the ratio of successfully delivered beacons compared to the number of sent beacons, 

but only for the vehicles within the communication range or Estimated Sensing Range (ESR) of 

the transmitter, which in this case is 720 m. The blue line represents the FDR for vehicles within 

the ESR of the transmitter, averaged over the number of these vehicles and the green line 

represents the FDR that each vehicle experiences, not only in the ESR of the transmitter, but 
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throughout the whole network. Finally the yellow line represents the FDR for all the vehicles in 

the network, averaged over the total number of vehicles. In the FDR vs distance graph, the red 

line represents the mean FDR in relevance to the distance of the receivers from the transmitter, 

and the blue line represents the maximum FDR achievable under ideal circumstances, for the 

specific simulation parameters. 

 

 

 

 

 
 

 
       Figure 5.29: Simulation results for 802.11p for a heavy load (450 ITS users) 
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 The first thing we notice is that in 802.11p there is a strong effect by the boundaries of 

the simulation, causing different performance experience for the users in the middle and the 

users at the boundaries of the simulation scenario. This is caused by the fact that the interference 

in the middle of the simulated network is greater than at the edges of the networks because there 

are more neighboring nodes. In order to minimize the boundary effect and to get reliable results, 

we only take into account the values and results from the users in the middle of the network, 

since in reality there is no such boundary effect. A very important aspect, that should be made 

clear, is that the ITSComAn simulator, does not simulate background traffic, so the 802.11p 

standard has to cope only with the ITS traffic in these simulation series, thus experiencing a 

decreased load compared to the LTE simulation under the same conditions. 

  From Figures 5.28 we observe that even for the light network load case the ITS users 

experience some loss of beacons (FDR = 80 – 90%) and the ratio of successfully delivered 

frames drops fast with increasing distance from the transmitter. For the heavy load case (Figure 

5.29), the experienced frame delivery ratio drops even further and the FDR vs distance graph 

becomes steeper, which means that even nodes close to the transmitter will experience greater 

beacon losses. It is interesting to notice, that in the FDR vs distance graph, the inclination of the 

graph changes at about one third of the ESR of the nodes, and the loss of frames becomes more 

severe after that point. This is due to the fact that at that distance the hidden node terminal effect 

“kicks in” which deteriorates the delivery ratio of frames due to the extra collisions. When the 

distance of the transmitter from the receiver is small, the signal is too strong, and interference 

from other  users is minimal, so it is difficult for a node to experience the hidden node problem. 

But, as the distance between transmitter and receiver becomes greater, then other signals from 

other transmissions might interfere, and the chance of a node not sensing another node 

transmitting increases. It is interesting to observe that in both cases (light and heavy load), the 

experienced beacon delay of the users is extremely small (below 10 ms) which is a great 

characteristic for ITS traffic. 

 The same simulations were carried out with the LTE simulator for ITS, in order to 

compare the performance of the two standards. The simulation parameters and conditions were 

matched to the ones used in the ITSComAn simulator as much as possible (some details could 

not be exactly matched because of the structural differences between the two simulators) and the 

results are shown below. Of course the output of the LTE simulator is quite different from the 

802.11p simulator, mainly because of the infrastructure that LTE has, instead of the 

infrastructure-less manner of operation of the 802.11p. In LTE there is no Frame Delivery ratio, 

since all of the frames are eventually delivered, even with an extra delay. As mentioned before a 

1% retransmission scheme has been implemented, simulating the loss and retransmission of 1% 

of the transmitted beacons (see Section 4.4.3). The fact that no frames are lost and that such a 

low percentage of retransmissions can be implemented is an advantage of LTE that originates 

directly from its infrastructure. In any case, the FDR of a LTE network is always 100%, even if 

some beacons experience increased delays. Moreover there is no need for a FDR vs distance 

graph in LTE, since the eNB can communicate with any vehicle in the cell with no problem, and 

the service remains more or less the same even if the vehicle is positioned at the edge of the cell. 

Because of the reasons mentioned above, the only comparable measure between the two 

simulators is the End-to-End beacon delay experienced by the ITS users. Figure 5.30 below 

shows the average End-to-End beacon delay experienced by each ITS user for the light load case 

(300 ITS users), using the three different scheduling schemes. 
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                 Figure 5.30: Mean beacon delay per vehicle using LTE with 300 ITS users 

 

 

 It is important to note, that in the graph presented above, each number on the horizontal 

axis (X Axis) represents a specific vehicle, beginning from the first vehicle at the start of the 

road (Vehicle ID = 1) and finishing with the last vehicle at the end of the road (Vehicle ID = 

300). Moreover, we must note that the measurements for the Dynamic scheduling case with no 

priority for the ITS users (blue line) are not apparent in the above graph, because they coincide 

greatly with the measurements for the Dynamic scheduling with priority for ITS users, and thus 

the blue line of measurements is “hidden” behind the red line of measurements. This happens 

because the scale of the axis is too large to distinguish small details and differences in the 

measurements. The same simulation runs were carried out for the case of the heavier load (450 

ITS users), and the results are presented below, in Figure 5.31. 

 

 

                    Figure 5.31: Mean beacon delay per vehicle using LTE with 450 ITS users 
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 From the graphs that are presented above, some very important conclusions about the 

performance of the two standards can be drawn. First of all, we see that when the network 

operates under normal conditions (under light load), the 802.11p standard can offer extremely 

low End-to-End beacon delays, in the order of 2-3 milliseconds. That happens because the 

communication is direct between the transmitter and the receiver, and the beacon doesn’t have to 

go through all the steps that it has to go through, in the LTE case (see Section 4.1.1), which are 

time consuming. Another observation about the beacon delay is that in the 802.11p case, there is 

some deviation in the beacon delays that the vehicles experience, while in the LTE case the 

deviation of the beacon delay from vehicle to vehicle is insignificant. As mentioned before, this 

is due to the basic difference of the two standards, meaning the use of infrastructure or not. Since 

the eNB organizes the transmissions in the cell in the LTE case, it makes sure that all users are 

more or less treated the same, that is why they all experience a beacon delay very close to the 

mean value which is 17.5 ms for the dynamic cases and 59 ms for the SPS case. On the other 

hand, the beacon delay in 802.11p depends on the network circumstances at the moment that the 

vehicle is trying to transmit. If there are other vehicles transmitting close to it, then it will have 

to back-off and wait until the medium is free for transmission. This process can enlarge the 

channel access time (contention delay) significantly and consequently the whole beacon delay 

time. The absence of a coordinator in 802.11p (such as the eNB in the LTE case), means that the 

nodes (vehicles) have to organize themselves, which leads to larger variation in the channel 

access delay, and hence the beacon delay. 

 As far as the capacity of the two standards is concerned, LTE appears to be able to 

handle a greater number of users than 802.11p. Taking into account the results that were 

presented in this section, we can see that 802.11p already presents a degraded performance for 

450 users (Figure 5.29) as the percentage of lost beacons is very high (40%), even though the 

beacon delays remain in satisfactory levels. The fact that only 60% of the transmitted beacons 

are received by the intended receivers, indicates that the strict ITS requirements can no longer be 

met. On the other hand, from the results presented in Section 5.2.1 we see, that under the same 

network circumstances LTE can accommodate for up to 700 ITS users, while serving 

background traffic too, and the performance remains within the ITS required limits. This is a 

clear indication that LTE offers greater capacity than 802.11p and the percentage of capacity 

improvement depends on the network parameters. 

 By increasing the offered load to the network, we see that the LTE copes much better 

with the increased load than 802.11p does, and we should keep in mind that LTE serves 

background calls at the same time, while 802.11p doesn’t. From Figure 5.29, we can see that the 

increased load leads to a minor increase in the beacon delays (up to 8 ms) in the 802.11p case, 

but it also leads to severe degradation of the FDR. A significant amount of beacons are dropped 

(30% – 40%), as the FDR has gone down to 60% for the users in the middle of the network, and 

the distance that they can reach has decreased, meaning that less vehicles receive the beacon. All 

of the above phenomena are caused by the increased interference due to the increased number of 

ITS users. The 802.11p has significant scalability issues, as was proven in [13] and it requires 

special handling mechanisms, such as Transmission Power Control (TPC) in order to cope with 

an increased number of users in the network. The increased contention times, the increased 

number of packet collisions and the increased interference, degrade its performance and increase 

the beacon delays significantly. On the other hand, LTE handles the increased traffic more 

efficiently, thanks to the coordination provided by the eNB, and that is why it is able to serve a 

larger number of users. 
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 It must also be noted that 802.11p has a much smaller communication range than LTE 

because of its ad-hoc nature. As it can be seen by the FDR vs Distance graphs, the 

communication range of 802.11p is ideally around 700 m, but actually much less (around 200 m 

for an acceptable beacon delivery ratio), while in Section 5.3.3 we showed that LTE ensures in 

time delivery for ranges up to 2000 m. Finally it must be noted that, in contrast with LTE, when 

a beacon is lost in the 802.11p case, there is no retransmission attempt and instead the 

transmitter will wait for the next beacon to be generated and transmitted. This is based on the 

notion that by the time a retransmission is made it will be too late and the information on the 

beacon will be outdated since a new beacon, with more recent information will have been 

generated. In the LTE case, a beacon retransmission only takes 8 ms, because it has been 

accounted for, in the original design of the system (retransmission scheme), thus increasing the 

possibilities that the beacon will reach its destination in time and the ITS requirements will be 

met. On the other hand, because of the retransmission scheme, the average information age in 

LTE is increased compared to 802.11p. So even if beacons are never lost because of the 

retransmission scheme, the information they carry could be outdated and hence useless. 

 It is important to stress out that the above presented results constitute a very high level 

comparison of the two communication standards, which aims at giving a rough image about their 

performance. In order to obtain some better founded conclusions about the performance and 

suitability of the two standards for ITS, a more complete comparison is needed which will 

examine all of the systems aspects. After all, apart from the technical characteristics of the 

standards, other aspects must be taken into account such as the fact that the deployment of LTE 

requires a huge and expensive infrastructure network, while 802.11p is much cheaper and easier 

to deploy. 
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6  

Conclusions & Further Work 
 

 

6.1 Conclusions 

 

 The research and results presented in this thesis, aim at offering a first look at the 

performance and behavior of LTE, when used in an ITS scenario, and to conclude whether the 

use of LTE for ITS applications is viable and whether further research is necessary in order to 

determine the possible applications of such a solution. In this chapter, we draw some general 

conclusions about the use of LTE and 802.11p for communications in ITS networks, based on 

the results that were presented above and we will try to answer the research questions that were 

put forth, at the beginning of this thesis. 

 By studying the results that were presented in the previous chapter, we can conclude that 

LTE can meet most of the requirements of ITS applications, assuming that the network’s limits 

in terms of capacity have not been reached. When this point is reached the performance of LTE 

degrades significantly and can no longer meet the ITS requirements. The latencies and capacity 

offered by LTE under normal network conditions, make it an ideal candidate for use in 

Intelligent Transportation Systems and at the same time it can accommodate for the background 

traffic data calls, without compromising the offered QoS beyond certain acceptable limits. LTE 

can serve a large number of ITS users (up to 700 depending on the network’s parameters and 

focus) and at the same time serve a substantial amount of background data traffic which in our 

research was taken to be 1.6 Mbps (2 data calls per second of average size 800 kbits – see 

Section 5.2). The effect of the background traffic is not very dominant in the behavior of the 

system, especially in the case that the number of ITS users is significant and the ITS load 

represents the majority of the total load offered to the network. Of course, if the background 

traffic load increases significantly, then the ITS traffic will not be able to meet the necessary 

requirements, unless some priority scheme has been placed in action. 

 The differentiation and prioritization of ITS traffic over the background traffic, is 

important in order to accommodate ITS applications, since it will ensure that the ITS beacons 

will receive the best service possible from LTE and that they will be served before the 

background traffic data packets. In this way LTE has the possibility to serve more ITS users as 

the load offered to the network gets closer to its capacity (increased ITS capacity and reduced 

background capacity). The implementation of Semi-Persistent Scheduling in ITS applications 

can offer some great advantages in terms of capacity of the system, but the fact that the beacon 

inter-arrival time and the beacon delivery requirement are the same in some ITS applications, 
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make it hard to “harvest” these advantages in ITS implementations. The SPS capabilities can be 

fully exploited when the scheduling scheme is used for ITS applications with not so stringent 

timing requirements, since the inter-arrival time of the beacons will remain the same (50 -100 ms) 

while the beacon delivery requirements will be much higher (100 – 500 ms). 

 The main advantages offered by LTE originate from the fact that it is an infrastructure 

based standard, which allow it to mitigate many of the problems that 802.11p faces, such as 

contention delay, beacon collision, beacon losses, interference among users, etc. That is also the 

reason that LTE manages to maintain a satisfactory performance even for very high network 

loads but when it operates close to its full capacity, the beacon delays exceed the ITS 

requirements and/or the QoS requirements of the background traffic are no longer met. The 

general performance of LTE degrades gracefully with increasing load, but as far as ITS 

requirements are concerned, they are only met up until a certain point (in terms of network load) 

and after that point the ITS applications can no longer be supported in a satisfactory manner. The 

LTE behavior is similar with the 802.11p behavior, where the performance also degrades 

gradually with the increase of the offered load, but in the 802.11p case there is no specific point 

of failure for the ITS traffic since some users may meet the ITS requirements (probably the ones 

closer to the transmitter) while at the same time some others may not.  Moreover, LTE appears 

to be able to accommodate for more users in the same bandwidth because of the fact that the 

whole organization, scheduling and function of the network is based on the eNB, which makes 

sure that the available resources are used in the best way possible. 

 By comparing the performance of the two standards, we saw that 802.11p can offer 

much lower beacon latencies than LTE, due to its direct way of communication, in the case that 

the network is not operating close to its capacity. On the other hand, LTE offers larger capacity 

(700 ITS users vs 400 ITS users for 802.11p) and larger communication range (2000 meters vs 

700 meters for 802.11p). Of course, the larger the communication range the larger the load that 

is imposed on the network due to the increased average distance of the UEs from the eNB. 

Moreover, LTE hardly suffers from beacon losses due to collisions and it seems to be able to 

guarantee a minimum QoS (beacon delays) under specific network conditions, to all the users of 

the network, while with 802.11p the experienced QoS of beacons, can vary significantly. 

 In light of the above results we conclude that the best solution for communications in a 

ITS network, would be a combination of the 802.11p and the LTE standards. The 802.11p is 

more suited to serve the first class of ITS applications, namely the Cooperative road safety 

applications, because of its extremely low beacon latencies, while LTE is perfectly suited to 

serve the other two classes of ITS applications, meaning the Cooperative traffic efficiency class 

and the Cooperative local services and internet class (see Section 2.1.3). These two classes of 

ITS applications have looser latency requirements (> 100 ms), which LTE has no problem 

meeting without compromising the QoS offered to background traffic, as shown by the results 

presented in the previous chapter. At the same time, since LTE will be handling a big portion of 

the ITS load, the 802.11p standard will have no scalability or capacity issues, and will be able to 

offer the extremely low beacon latencies that are required by the first class of ITS applications. 

 

 

 

 

 



 

Modeling and Evaluation of LTE in Intelligent Transportation Systems 

91 

6.2 Further Work 

 

 The work presented in this thesis, produced some very interesting results, which can 

become the basis for further studies on the subject. First of all, the enhancement and 

improvement of the model that was created for this thesis can lead to even more accurate results 

which in turn will lead to better founded conclusions about the support of ITS applications. By 

modeling in detail the downlink of LTE and the core network, and by including in the model all 

the LTE features and natural phenomena that had to be left out of this version of the simulator, 

we could reach very accurate conclusions about the exact delays and the exact capacity of LTE 

in the ITS environment. The overall conclusions that were drawn above, about the performance 

and behavior of LTE in the context of ITS will still be valid, but some more precise values for 

the network parameters can be defined and some specific case studies, simulating realistic traffic 

scenarios can be examined. 

 Another interesting direction, would be to create a model, simulating the combined 

application of 802.11p and LTE standards and evaluate how it performs in a ITS environment. 

This combination of the two standards seems to be the most promising solution when it comes to 

communicating in a vehicular environment, and a detailed model of such a system, would 

provide the necessary data that could turn the providers and manufacturers attention to such a 

solution. 

 Finally, it would be very interesting to verify the data outputted by such simulations, and 

compare them with real life measurements. The existence of test sites for both LTE and 802.11p 

in The Netherlands, would allow for a thorough test trial, which would produce real life results 

about the capabilities of the two standards. By analyzing the real life data, the simulation results 

could be verified and the simulators themselves could be “tuned” in order to output more 

realistic data. Such a tool would be very useful for predicting the behavior and performance of 

future ITS networks and would provide the manufacturers with a good estimation of the 

expected performance of a ITS network under any conditions. 

 The Intelligent Transportation System is a breakthrough which will revolutionize the 

way that people drive and behave on the road. At this moment, most of the research concerning 

the communications protocol to be used in ITS revolves around the 802.11p standard. This thesis 

project has demonstrated, that the Long Term Evolution standard is another viable candidate, 

which can easily handle, at least, some of the ITS communications load. This fact alone 

constitutes a driving force for further research, and proves that the LTE solution or the Hybrid 

solution (combination of LTE and 802.11p) for communications in ITS, deserve more attention 

from all the parties involved in the ITS development. 
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Appendix  

A. Simulation Parameters 

 

In this section, a list of the model’s constants and variables that were used throughout 

the simulations, is presented. 

 
{--Traffic Model Parameters--} 
 
 Delta                        =  4;   {Intelligent Driver Model parameter} 
 RoadLength               =  2000;  {meters} 
 RoadWidth                =  4;   {meters} 
 Num_Lanes                =  4;     {Number of lanes in the highway} 
 Veh_Length                =  3;   {meters} 
 Acceleration           =  0.8;             {acceleration in m/s2} 
 Braking                 =  1.8;             {deccelaration in m/s2} 
 TimeHeadway           =  1.2;             {Desired time headway to the vehicle in front is secs} 
 MinSpac                =  1.5;             {Minimum net distance between vehicles in Slots} 
 Sim_Time_Sec           =  1800;             {Total Simulation time in sec (Including Warm Up)} 
 V0High                 =  30;              {Speed limit for vehicles in free road} 
 V0Low                  =  18;              {Speed limit for vehicles in jammed road} 
 EPSILON                =  0.00000001;  {Dummy low number} 
 lambda                 =  2;             {Poisson process variable} 
 
 
 {--ITS Parameters--} 
 
 Beaconing_Freq        = 10;      {The Beaconing frequency of the vehicles in Hz} 
 Beacon_Size           = 100;     {The total size of the Beacon in bytes} 
 
 
 {--LTE Network Parameters--} 
 
 NumBts                 =  1;         {Number of LTE Base Stations} 
 fc                      = 900;        {Frequency of LTE in MHz} 
 cellBW                  = 10;         {Cell Bandwidth in MHz} 
 HeightBst              = 30;         {Height of eNodeB} 
 UL_Spectral_Eff        = 0.8;        {UpLink Spectral efficiency of LTE in bps/Hz } 
 P0                     = -78;        {Min received Power per PRB at the eNB in dBm} 
 alpha                   = 0.7;        {Pathloss compensation factor a} 
 PueMax                 = 23;         {Max transmission power of UEs in dBm} 
 ThNoise                = 2.25E-15;   {Thermal noise in Watts} 
 Interference           = 2.25E-15;   {Inter-cell interference due to neighboring cells in 
      Watts} 
 PRBperTTI              = 50;         {Available PRBs per TTI (1 ms intervals)} 
 PUCCH_PRBs             = 8;          {PRBs used for control signaling in Dynamic scheduling} 
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 Saved_SPS_PRBs         = 6;                    {Max No of PRBs that can be saved from control  
                 signaling  when SPS is used} 
 Avg                     = 800000;         {Mean of LogNormal distribution (in bits)} 
 Cov                     = 1.5;                 {Coefficient of variance} 
 Sch_Penalty            = 0.0065;          {Delay for the scheduling request & grant in sec} 
 eNB_proc_Delay         = 0.004;            {eNB processing delay per packet in sec} 
 UE_rpoc_Delay          = 0.004;            {UE processing delay per packet in sec} 
 Core_Delay             = 0.002;            {LTE Core network delay in sec} 
 Buff_Delay             = 0.001;            {UE Buffering delay per packet in sec} 
 Speed_Factor1          = 0.04;              {Vehicle speed <= 30 km/h, throughput reduction = 4%} 
 Speed_Factor2               = 0.12;              {Vehicle speed >= 30 km/h, throughput reduction = 12%} 
 Speed_Factor3          = 0.15;              {Vehicle speed >= 120 km/h, throughput reduction = 
15%} 
 Bck_Loss_factor             = 0.1;               {Packet loss facotr for Background traffic  =  10% packet 
                loss} 
 ITS_Loss_factor        = 0.01;              {Packet loss facotr for ITS traffic  =  1% packet loss} 
 ReTxPenalty            = 0.008;           {Retransmission delay penalty of 8 msec} 
 
 
 
 {--Time Units definitions--} 
 
 TimeUnit100         =  0.1;     {Time Unit of 100 ms (1/10 sec)} 
 TimeUnit50          =  0.05;    {Time Unit of 50 ms (1/20 sec)} 
 TimeUnit20          =  0.02;    {Time Unit of 20  ms (1/50 sec)} 
 TimeUnit1           =  0.001;   {Time Unit of 1   ms (1/1000 sec)} 
 TimeUnitSPS         =  10;      {Time Unit of SPS Resource Assignment in sec} 
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B. Analytical Simulation Results 
 
Parameter: No of Vehicles (10 Hz) 
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Parameter: No of Vehicles (10 Hz – Priority for ITS) 
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Parameter: No of Vehicles (10 Hz - SPS) 
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Parameter: No of Vehicles (20 Hz) 
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Parameter: No of Vehicles (20 Hz - SPS) 
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Parameter: Background traffic 
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Parameter: Beacon Frequency 
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Parameter: Beacon Size 
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Parameter: Vehicle Speed 
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Parameter: Cell Radius 
 

 
 

 
 

 
 

 


