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Abstract. Large language models are capable of translating natural language texts
into context-free grammar languages. The paper presents an initial assessment of
whether such models can be used to produce ontological theories that formalise
natural language descriptions of certain situations. More specifically speaking, I
will focus here on translating a small set of natural language descriptions of some
situations of ontological interests into a fixed formal ontological framework. The
model I use will not be trained or fine-tuned for this purpose but prompted. In order
to build the appropriate prompts I will take advantage of the formalisations from
the 17th volume of the Applied Ontology journal, where six examples of such sit-
uations were formalised within the context of seven upper-level formal ontologies.
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Introduction

Recently, we have witnessed that large language models, e.g., GPT models issued by
OpenAI, are capable of solving a great deal of tasks in computational linguistics. In par-
ticular, they are known to be able to generate efficient computer scripts from functional
requirements specified in natural language – see, for instance, the details of the Copilot
project. It is also known that they can be used to translate natural language questions into
such formal languages as SPARQL (see, for example, [1]).

In the context of formal ontology, these successes may raise the question of whether
a large language model can be trained to generate ontological theories that formalise
natural language descriptions of certain situations. More generally, one can ask whether
we can train them to translate natural language texts into formal theories.

Since this is one of the early attempts in this respect, I will focus on a relatively
modest goal of translating a small set of natural language descriptions of some situations
of ontological interests into a formal ontological framework. The large language model
(LLM) will not be trained or fine-tuned for this purpose but simply prompted, so I will
test its ’out-of-the-box’ capability of discovering certain latent mappings between natural
and formal language in the context of formal ontology. For the purpose of this paper,
I will use the formalisations from the 17th volume of the Applied Ontology journal,
where seven main upper-level ontologies were presented, and each ontology was tasked
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to represent six examples of situations of ontological interest as seen from its perspective
- for the details, see section 3 below. The examples will be referred to as the AO-examples
and will be identified in the same way as in the journal itself, i.e., as Case 1, Case 2, etc.

Looking at this research experiment from the perspective of the programme of weak
artificial intelligence in the sense of J. Searle, one can say that if an LLM can translate
a sufficient number of natural language descriptions in accordance with an ontological
framework, i.e., taking into account the posits of a formal ontology, then the LLM can
be thought of as being able to understand this ontology at least in the sense of being able
to simulate such understanding. Note that the editors of the volume in question made
it clear that such applications of foundational ontologies facilitate our understanding
thereof. Still, I hope the research presented below can be appreciated outside also this
programme.

As the reader will shortly realise the research presented in this paper exhibits many
loose ends, both in terms of the theoretical depth and in terms of the technical robustness.
In some respects the paper is more like a position paper - however some of its draw-
backs seem inevitable as they are due to the relatively novel research tasks it attempts to
achieve.

1. Related Work

The most relevant, indeed a trigger for the current paper, is the research reported in
[2]. The authors introduce there a couple of LLM models from the LogicLLama fam-
ily of models, which are fine-tuned adaptations of the open-source model LLaMA-7B
with the data from the MALLS dataset – all these artefacts are available from
https://huggingface.co/yuan-yang. The MALLS dataset extends the FOLIO
dataset, which contains approx. 2000 human-made translations from natural language to
first-order logic formalism - see [3]. The former dataset, which consists of approx. 34k of
natural-language-to-first-order-logic translations, was created by prompting the GPT-4
model.

In order to see whether these models are capable of simulating proper ontologi-
cal analysis, consider the following test: each AO-example is to be translated to a first-
order logic formula by the LogicLLaMA-7b-direct-translate-delta-v0.1 model from the
LogicLLama family of models. The outcomes of this process are shown in table 1.

As the reader may easily verify, out of these six examples no translation comes even
close to the actual meaning of the respective natural language text. The most obvious
errors involve:

1. the model seems to confuse the existential and universal quantifiers;
2. the model does not properly distinguish different entities and uses the same vari-

able to refer to them;
3. the selection of predicates is sometimes haphazard;
4. one translation is not even syntactically well-formed.

One may guess that the reason for this failure is the fact that the MALLS dataset contains
single sentences, some of which are syllogistic-like generalisations like ’A movie that
is a comedy can make people laugh.’, ’If a person is a scientist, they either work in a
laboratory or a research institution.’ or ’All mammals have hair or fur on their bodies’.

https://huggingface.co/yuan-yang
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Other similar research concerns the capability of language models to perform de-
ductive inferences ([4], [5]), to evaluate the validity of reasoning processes when they
are materialised in the form of certain texts ([3], and to generate proofs ([6]).

[1] shows the benefits of using the so-called controlled natural languages (to be more
specific, SQUALL and Sparklis) in the semantic parsing of natural language queries so
that one can answer them against a knowledge graph using SPARQL.

A more general perspective on the current and future, possible dependencies be-
tween large language models and ontologies is outlined in [7]. The gist of the argumen-
tation there is that it is likely that the former will be adapted to become useful tools for
the development of the latter, but it is unlikely, or even impossible, that (i) the latter will
become obsolete and that human ontologists will become obsolete agents in this devel-
opment. The paper also mentions a number of recent attempts at using LLMs to generate
OWL ontologies from short natural language texts. For the lack of space, let me refer to
just one of them, namely [8]. This preprint describes an application, i.e., a Protege plugin,
that uses a fine-tuned GPT-3 model to translate short, simple natural language sentences
into the OWL Functional Syntax. Unfortunately, I was unable to get hold of the Protege
plugin the paper describes, so I cannot test it against the AO-examples. The training and
testing examples mentioned in the paper are single, simple sentences like ’Every rose is
a flower’, ’A mother is a female who has at least 1 child’, or ’Cora and Meena hate each
other’. Therefore, using the above lesson learnt from LogicLLama family of models, I
would guess that the model from [8] might also be incapable of translating AO-examples.

2. Design

The goal of this paper is to check whether given (i) a certain situation described by a few-
sentence long text in English and (ii) a formal foundational ontology, a large language
model is able to translate this text into the formal language of the ontology in such a way
that, if I may use Plato’s metaphor from Phaedrus 265e, the translation carves nature at
the joints delineated by the ontology.

After a number of less successful attempts, the overall strategy I follow in this paper
has the following steps:

1. data ingestion:

(a) selection of appropriate training pairs consisting of natural language descrip-
tion and its formal translation;

(b) collection of appropriate natural language descriptions to test to what extent
an LLM can be ’few-shot trained’ to formalise such texts

2. preparation of the training prompts
3. querying the LLM with these prompts
4. evaluation of the LLM’s responses

The LLM model of choice was GPT-4 ([9]). All queries sent to this model (on
November 21st, 2023) were given the default parameters except for the so-called temper-



ature, which was set to 0. All the input data, Python scripts, and data artefacts mentioned
in this paper can be found in a GitHub repository.2

3. Realisation

3.1. Ontological prompts

One of the outstanding features of large language models is their capability of recognis-
ing certain syntactic patterns on the basis of very few data instances - that’s why they
are called few-shot learners [10]. In the context of this paper’s goal, this feature is essen-
tial since the amount of available training data, i.e., natural language tests translated into
formal ontological theories, is negligible if compared to other types of texts.3

For the purpose of this paper, I will peruse the formalisations from the 17th vol-
ume of the Applied Ontology journal, where the seven main upper-level ontologies are
presented. Each ontology is used to formally represent six examples, i.e., AO-examples,
where a full AO-example consists of

1. piece of short English text describing a certain situation of ontological interest
2. goal of this description in the context of formal ontology programme
3. focus, i.e., what particular aspects of the given situation we want to emphasise

and which we will ignore.

For instance, the full Case 1 AO-example is quoted below:

Case 1: (Section 3.1. Composition/constitution) “There is a four-legged table made
of wood. Some time later, a leg of the table is replaced. Even later, the table is de-
molished so it ceases to exist although the wood is still there after the demolition.”
GOAL: The example aims to show if and how the ontology models materials, objects,
and components and the relationships among them. FOCUS: The relationship be-
tween the wood and the table and the table’s parts over time. (Artefacts and functions
are not the focus.) [11, p. 8]

Since this is a relatively early stage of this type of research, I neglected the goal and
focus components and used only the examples’ texts. Also, given the space limitations
for this paper, I used only one set of formalisations, i.e. the one based on the DOLCE
ontology (see: [12, pp. 52-66].4

In order to obtain computer-friendly rendering of the DOLCE’s formalisations of the
AO-examples, I translated them into the CLIF language ([14]). Table 2 shows the details
of one such formalisation – the rest can be found in the paper’s repository.

2https://github.com/mereolog/llmantogy.git. This repository stores all scripts I used, so in prin-
ciple the reader can reconstruct the finding reported here. Still, given the probabilistic nature of the model
and its continuous development, it is unlikely that they will obtain exactly the same results. Also one needs to
obtain the appropriate access to the GPT-4 model, i.e., the so-called API key, and pay for the queries. The cost
of all queries reported in this paper was 1.39 USD.

3I assume here that description logic languages are not expressive enough for this purpose.
4Obviously, you can repeat this exercise using other ontologies presented in the aforementioned volume

provided that the ontology you choose is indeed computational friendly – see more comments on this in [13].

https://github.com/mereolog/llmantogy.git
https://github.com/mereolog/llmantogy.git
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The principles of these translations should be rather obvious, but let me emphasise
the most salient ones:

• The DOLCE abbreviated predicates are unfolded, e.g., ’CF’ is translated as ’clas-
sify’;

• Apostrophes are converted into digits;
• Long conjunctions are split into self-standing conjuncts.

Now, the respective prompt is built by concatenating the English text and the CLIF
translation - for the actual example, see the first part of the prompt in listing 3 below.

3.2. Test dataset

Since we do not yet have a sufficient amount of training data for the task at hand, we are
not in a position to properly train or even fine-tune an LLM. Thus, we cannot simply send
any natural language text with a couple of prompts to the model and expect an acceptable
response. Instead, for the time being, we need to search for such natural language texts
that are similar to the AO-examples. To achieve this purpose, i.e., to find such texts, I
queried the LLM model, for each AO-example, with the following prompt:

In p h i l o s o p h i c a l p a p e r s and books f i n d 7 f r a g m e n t s t h a t a r e most
s i m i l a r t o t h e t e x t below . Answer wi th t h e a c t u a l q u o t e s from
p h i l o s o p h y and n o t w i th t h e i r i n t e r p r e t a t i o n s .
Text :
[AO−example ’ s t e x t goes i n h e r e ]

Listing 1: ’Find similar texts’ prompt template

The texts I got as responses from the LLM turned out to be:

• sufficiently similar to the AO-examples except for Case 2, where the LLM found
texts like ’The only thing that is constant is change’;

• of various degrees of dissimilarity within one batch;
• usually hallucinations, i.e., as a rule, they are not actual quotes from the philo-

sophical texts they refer to, despite the explicit prompt.

(The latter observation is of minor importance to the current research as we are not after
a search-and-quote assistant.)

Listing 2 shows the response I got for the query for Case 5 - all other responses can
be found in the texts.json file in the GitHub repository.

https://github.com/mereolog/llmantogy/blob/main/midputs/texts.json
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3.3. LLM queries

Finally, ontological prompts are concatenated with the appropriate natural language texts
and sent as queries to the LLM. One of such queries is shown below:

E n g l i s h :
M a r r i a g e i s a c o n t r a c t be tween two p e o p l e t h a t i s p r e s e n t i n most
s o c i a l and c u l t u r a l s y s t e m s and i t can change i n major
( e . g . g en de r c o n s t r a i n t s ) and minor ( e . g . m a r r i a g e b r e a k i n g
p r o c e d u r e s ) a s p e c t s .
CLIF :
( i f ( S o c i a l M a r r i a g e x ) ( Concept x ) )
( i f ( L e g a l M a r r i a g e x ) ( Concept x ) )
( i f ( S o c i a l R e l a t i o n s h i p x ) ( S o c i a l O b j e c t x ) )
( S o c i a l R e l a t i o n s h i p m)
( S o c i a l M a r r i a g e sm )
( L e g a l M a r r i a g e lm )
( L e g a l M a r r i a g e lm1 )
( Time t )
( Time t 1 )
( p r e s e n t m t )
( p r e s e n t m t 1 )
( p r e s e n t sm t )
( p r e s e n t sm t 1 )
( p r e s e n t lm t )
( n o t ( p r e s e n t lm t 1 ) )
( n o t ( p r e s e n t lm1 t ) )
( p r e s e n t lm1 t 1 )
( n o t (= lm1 lm2 ) )
( i f ( c l a s s i f y sm m t ) ( c l a s s i f y lm m t ) )
( i f ( c l a s s i f y sm m t 1 ) ( c l a s s i f y lm1 m t 1 ) )
E n g l i s h :
Marr iage , a s we u n d e r s t a n d i t i n our s o c i e t y , i s a mutua l
c o n t r a c t , u s u a l l y between a man and a woman , t o l i v e t o g e t h e r
a s husband and wi fe .
CLIF :

Listing 3: Example of the ’formalisation prompt’

This text was directly sent to the LLM model.

4. Evaluation

Each response I got from the LLM - see the formalised texts.json file in the repository -
was evaluated with respect to the following features:

1. syntactic well-formedness, i.e., that whether a response is a well-formed CLIF
theory;

2. internal consistency, i.e., that whether a response that is a well-formed CLIF
theory is consistent;

https://github.com/mereolog/llmantogy/blob/main/midputs/formalised_texts.json


Evaluation Criterion Tested Count Passed Count Failed Count
syntactic well-formedness 42 38 4

internal consistency 38 37 1
DOLCE consistency 37 37 0
semantic adequacy 37 23 14

Table 3. Formalisations’ evaluation summary

3. DOLCE consistency, i.e., that whether a response that is a well-formed CLIF
theory is consistent with the DOLCE ontology;

4. semantic adequacy with respect to the DOLCE ontology, i.e., that whether the
CLIF theory conveys a similar meaning as the original English text in the context
of the DOLCE ontology.

The criteria 1–3 are purely objective and can be automated.5 Criterion 4 was not auto-
mated, mainly because it requires human insight into the philosophical assumptions of
DOLCE. Also, as of now, it is helplessly vague, i.e., I am not in a position to opera-
tionally specify in this paper what it means that a CLIF theory conveys a similar meaning
to an English text in the context of a given ontology.

The table 3 summarises the results of this evaluation by giving the relevant stats -
the actual results are stored in the outputs folder in the GitHub repository. Let me focus
on the outliers here, i.e., on those cases where the process did not deliver the expected
results. First, there are four English texts for which the process did not produce well-
formed CLIF texts:

1 . The r o s e i s r e d i n t h e morning , b u t a s t h e day wears on , t h e
c o l o r f a d e s . By even ing , t h e r o s e i s a d u l l , l i f e l e s s brown .

2 . The c h e r r y blossom i s p ink i n t h e s p r i n g . As t h e s e a s o n s
change , so t o o does i t s hue . In t h e f a l l , t h e c h e r r y blossom i s
a muted brown .

3 . We must be w i l l i n g t o l e t go o f t h e l i f e we p l a n n e d so as t o
have t h e l i f e t h a t i s w a i t i n g f o r us .

4 . L i f e i s a s e r i e s o f n a t u r a l and s p o n t a n e o u s changes . Don ’ t
r e s i s t them ; t h a t on ly c r e a t e s so r row . Le t r e a l i t y be r e a l i t y .
Le t t h i n g s f low n a t u r a l l y f o r w a r d i n w h a t e v e r way t h e y l i k e .

Listing 4: Texts whose formalisations fail the syntactical criterion

Note that the last two texts are not similar to any of the AO-examples - indeed, when
prompted by them, the LLM responded that it cannot translate them into CLIF. So, in a
sense, they are not LLM failures but just explicitly indicate the limits of the approach I
outline here.

As for the one well-formed CLIF theory that is inconsistent, it was produced as the
translation of the text shown in listing 5.

5To check the well-formedness I adapted the code of Macleod parser. The consistency results were generated
by the Vampire prover using the TPTP translations of the CLIF texts from the LLM. The DOLCE ontology in
the TPTP format was generated in the same way as described in [13].

https://github.com/mereolog/llmantogy/blob/main/outputs/texts_similarities.json
https://github.com/thahmann/macleod
https://vprover.github.io


AO-example Tested Count Passed Count Failed Count
Case 1: Composition/constitution 6 4 2

Case 2: Roles 5 0 5
Case 3.1: Color change 5 5 0
Case 3.2: Speed change 7 7 0
Case 4: Event change 7 7 0

Case 5: Concept evolution 7 0 7
Table 4. Semantic adequacy results breakdown by AO-example

The snake which c a n n o t c a s t i t s s k i n has t o d i e .
As w e l l t h e minds which a r e p r e v e n t e d from c h a n g i n g t h e i r
o p i n i o n s ; t h e y c e a s e t o be mind .

Listing 5: Text formalised as an inconsistent theory

The resulting inconsistent CLIF theory is given in listing 6.

( i f ( Organism x ) ( P h y s i c a l O b j e c t x ) )
( i f ( M e n t a l P r o c e s s x ) ( P r o c e s s x ) )
( i f ( and ( Organism x ) ( h a s P r o p e r t y x y t ) ( h a s P r o p e r t y x1 y t 1 ) )
(= x x1 ) )
( i f ( and ( M e n t a l P r o c e s s x ) ( h a s P r o p e r t y x y t )
( h a s P r o p e r t y x1 y t 1 ) )
(= x x1 ) )
( Organism Snake )
( M e n t a l P r o c e s s Mind )
( P r o p e r t y S k i n C a s t i n g )
( P r o p e r t y Opin ionChanging )
( n o t ( P r o p e r t y S k i n C a s t i n g ) )
( n o t ( P r o p e r t y Opin ionChanging ) )
( Time t 1 )
( Time t 2 )
(< t 1 t 2 )
( h a s P r o p e r t y Snake S k i n C a s t i n g t 1 )
( h a s P r o p e r t y Mind Opin ionChanging t 1 )
( f o r a l l ( x ) ( n o t ( h a s P r o p e r t y x S k i n C a s t i n g t 2 ) ) )
( f o r a l l ( x ) ( n o t ( h a s P r o p e r t y x Opin ionChanging t 2 ) ) )
( n o t ( Organism Snake t 2 ) )
( n o t ( M e n t a l P r o c e s s Mind t 2 ) )

Listing 6: Inconsistent formalisation

Again, the English text is dissimilar to all AO-examples.
As for the semantic adequacy, let me first note that different AO-examples produce

radically different results - see the results’ breakdown in table 4. The LLM handled the
texts similar to Cases 3.1, 3.2, 4, and, to a certain extent, Case 1 quite well, but failed for
Cases 2 and 5.

Consider one of the failing translations for the Case 5 type:



M a r r i a g e i s a c o n t r a c t f o r a pe rmanen t r e l a t i o n s h i p , which i s made
i n c o n f o r m i t y wi th c e r t a i n l e g a l r u l e s and which may be d i s s o l v e d
on ly by j u d i c i a l d e c i s i o n o r unde r c o n d i t i o n s
p r o v i d e d f o r by law .

Listing 7: Example of a text that was not adequately formalised

The LLM translated this text as shown by listing 8:

( i f ( P e r m a n e n t R e l a t i o n s h i p x ) ( Concept x ) )
( i f ( L e g a l R u l e s x ) ( Concept x ) )
( i f ( J u d i c i a l D e c i s i o n x ) ( Concept x ) )
( i f ( L e g a l C o n d i t i o n s x ) ( Concept x ) )
( P e r m a n e n t R e l a t i o n s h i p p r )
( L e g a l R u l e s l r )
( J u d i c i a l D e c i s i o n j d )
( L e g a l C o n d i t i o n s l c )
( L e g a l M a r r i a g e lm )
( Time t )
( Time t 1 )
( p r e s e n t p r t )
( p r e s e n t p r t 1 )
( p r e s e n t l r t )
( p r e s e n t l r t 1 )
( p r e s e n t j d t )
( n o t ( p r e s e n t j d t 1 ) )
( p r e s e n t l c t )
( n o t ( p r e s e n t l c t 1 ) )
( i f ( c l a s s i f y lm pr t ) ( c l a s s i f y lm l r t ) )
( i f ( c l a s s i f y lm pr t 1 ) ( c l a s s i f y lm j d t 1 ) )
( i f ( c l a s s i f y lm pr t 1 ) ( c l a s s i f y lm l c t 1 ) )

Listing 8: Inadequate formalisation example

Although this translation has captured some salient ontological aspects of the situation
the English text describes, it has missed quite a few others. So, for example, it seems
that it correctly classified such objects as legal rules as concepts, but it missed that the
marriage contract may be dissolved at a certain time under specific conditions.

One may wonder why the formalisations of the texts similar to Cases 3.1, 3.2, and
4 were so much better than the formalisations of other texts. A seemingly reasonable
explanation of this fact can be derived from the following two comparisons of textual
similarities:

1. comparison between the original Case 5 and the texts found by the LLM - see
listing 2 above;

2. comparison between the original Case 3.1 and the texts found by the LLM - see
listing 9 below.6

6To save space, I left out from listing 9 all references to the authors and works quoted.



AO-example Average similarity for found texts
Case 1 0.913
Case 2 0.725

Case 3.1 0.963
Case 3.2 0.924
Case 4 0.964
Case 5 0.804

Table 5. Text average similarities by AO-examples

Intuitively, the similarities in 1 are far more remote than the ones found in 2. Alterna-
tively, one can use one of many NLP methods of text comparison and get less subjective
results - table 5 shows the average measurements of the text similarities between the AO-
examples and the texts found by the LLM, which were spawned by a word2vec model of
English, i.e., by the en core web lg model of the spacy library (https://spacy.io).7

So one may venture to claim that the quality of the LLM translation of an English
text to CLIF in the context of a formal ontology depends on the similarity of this text to
the text for which the CLIF formalisation was crafted by a human. However, since the
amount of data I have at my disposal is statistically insignificant, this comparison may
be seen as insufficient evidence for this hypothesis.

1 . The r o s e i s r e d i n t h e morning , b u t a s t h e day wears on , t h e
c o l o r f a d e s . By even ing , t h e r o s e i s a d u l l , l i f e l e s s brown .

2 . The c h e r r y blossom i s p ink i n t h e s p r i n g . As t h e s e a s o n s
change , so t o o does i t s hue . In t h e f a l l , t h e c h e r r y blossom
i s a muted brown .

3 . A t u l i p i s v i b r a n t i n t h e summer . As t h e months r o l l by , i t s
c o l o r a l t e r s . In t h e autumn , t h e t u l i p i s a f a d e d brown .

4 . The d a i s y i s w h i t e i n t h e summer . As t h e days pass , i t s c o l o r
s h i f t s . In t h e f a l l , t h e d a i s y i s a d u l l brown .

5 . The s u n f l o w e r i s ye l l o w i n t h e summer . As t h e weeks pass , i t s
c o l o r t r a n s f o r m s . In t h e f a l l , t h e s u n f l o w e r i s a deep brown .

6 . The poppy i s b r i g h t i n t h e summer . As t h e s e a s o n changes , so
t o o does i t s c o l o r . In t h e f a l l , t h e poppy i s a da rk brown .

7 . The l i l y i s pu re i n t h e summer . As t h e days s h o r t e n , i t s c o l o r
changes . In t h e f a l l , t h e l i l y i s a somber brown .

Listing 9: Texts similar to Case 3.1

In sum, 23 out of 42 texts, i.e., approx. 55% of all texts, were adequately formalised
as logical theories based on and consistent with the DOLCE ontology. In my view, this
finding justifies the claim that a large language model can understand some, but obvi-
ously not all, of DOLCE.

7All similarity measurements can be found in the texts similarities.json file in the repository. Needless to
say, other embeddings and other NLP methods may, in general, yield different results - for a recent survey of
methods to compare short texts, see: [15].

https://spacy.io
https://github.com/mereolog/llmantogy/blob/main/outputs/texts_similarities.json


5. Conclusions

As may have been expected, a large language model may not be, out of the box, capable
of producing logical artefacts at a satisfactory level, even if it is capable of generating
XML documents or SPARQL queries. Nonetheless, the research experiment presented in
this paper indicates that one can prompt it to produce ontologically adequate descriptions
of certain situations, provided that one possesses a human-made ontological description
of a sufficiently similar situation.

One may also expect that fine-tuning a large language model may increase its capa-
bility to produce ontologically relevant formalisations of natural language descriptions.
The main obstacle here would be the scarcity of the training data, as we do not yet have
a sufficient amount of such translations. The method used in [2] to extend the FOLIO
dataset can be adapted for this purpose. Another route may lead through the intermedi-
ate step of a controlled natural language suitable for such languages as CLIF, as recom-
mended in [1].
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